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Abstract

Explanation methods promise to make black-box classifiers more transparent. As a result, it is hoped that they can act as proof for a sensible, fair, and trustworthy decision-making process of the algorithm and thereby increase its acceptance by the end-users. In this paper, we show both theoretically and experimentally that these hopes are presently unfounded. Specifically, we show that, for any classifier \( g \), one can always construct another classifier \( \tilde{g} \) which has the same behavior on the data (same train, validation, and test error) but has arbitrarily manipulated explanation maps. We derive this statement theoretically using differential geometry and demonstrate it experimentally for various explanation methods, architectures, and datasets. Motivated by our theoretical insights, we then propose a modification of existing explanation methods which makes them significantly more robust.

1. Introduction

Explanation methods\(^4\) are increasingly adopted by machine learning practitioners and incorporated into standard deep learning libraries (Kokhlikyan et al., 2019; Alber et al., 2019; Ancona et al., 2018). The interest in explainability is partly driven by the hope that explanations can act as proof for a sensible, fair, and trustworthy decision-making process (Aivodji et al., 2019; Lapuschkin et al., 2019). As an example, a bank could provide explanations for its rejection of a loan application. By doing so, the bank can demonstrate that the decision was not based on illegal or ethically questionable features. It can furthermore provide feedback to the customer. In some situations, an explanation of an algorithmic decision may even be required by law.

However, this hope is based on the assumption that explanations faithfully reflect the underlying mechanisms of the algorithmic decision. In this work, we demonstrate unequivocally that this assumption should not be made carelessly because explanations can be easily manipulated.

In more detail, we show theoretically that for any classifier \( g \), one can always find another classifier \( \tilde{g} \) which agrees with the original \( g \) on the entire data manifold but has (almost) completely controlled explanations. This surprising result is established using techniques of differential geometry. We then demonstrate experimentally that one can easily construct such manipulated classifiers \( \tilde{g} \).

In the example above, a bank could use a manipulated classifier \( \tilde{g} \) that uses mainly unethical features, such as the gender of the applicant, but has explanations which suggest that the decision was only based on financial features.

Briefly put, the manipulability of explanations arises from the fact that the data manifold is typically low-dimensional compared to its high-dimensional embedding space. The training process only determines the classifier in directions along the manifold. However, many explanation methods are mainly sensitive to directions orthogonal to the data manifold. Since these directions are undetermined by training, they can be changed at will.

This theoretical insight allows us to propose a modification to explanation methods which make them significantly more robust with respect to such manipulations. Namely, the explanation is projected along tangential directions of the data manifold. We show, both theoretically and experimentally, that these tangent-space-projected (tsp) explanations are indeed significantly more robust. We thereby establish a novel and exciting connection between the fields of explainability and manifold learning.

In summary, our main contributions are as follows:

- Using differential geometry, we establish theoretically that popular explanation methods can be easily manipulated.

---
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\(^4\)See (Samek et al., 2019) and references therein for a detailed overview.
• We validate our theoretical predictions in detailed experiments for various explanation methods, classifier architectures, and datasets, as well as for different tasks.

• We propose a modification to existing explanation methods which make them more robust with respect to these manipulations.

• In so doing, we relate explainability to manifold learning.

1.1. Related Works

This work was crucially inspired by (Heo et al., 2019). In this reference, adversarial model manipulation for explanations is proposed. Specifically, the authors empirically show that one can train models such that they have structurally different explanations while suffering only a very mild drop in classification accuracy compared to their unmanipulated counterparts. For example, the adversarial model manipulation can change the positions of the most relevant pixels in each image or increase the overall sum of relevances in a certain subregion of the images. Contrary to their work, we analyze this problem theoretically. Our analysis leads us to demonstrate a stronger form of manipulability. Namely, the model can be manipulated such that it structurally reproduces arbitrary target explanations while keeping all class probabilities the same for all data points. Our theoretical insights not only illuminate the underlying reasons for the manipulability but also allow us to develop modifications of existing explanation methods which make them more robust. Another approach (Kindermans et al., 2019) adds a constant shift to the input image, which is then eliminated by changing the bias of the first layer. For some methods, this leads to a change in the explanation map. Contrary to our approach, this requires a shift in the data. In (Adebayo et al., 2018), explanation maps are changed by randomization of (some of) the network weights. This is different to our method as it dramatically changes the output of the network and is proposed as a consistency check of explanations. In (Dombrowski et al., 2019) and (Ghorbani et al., 2019), it is shown that explanations can be manipulated by an infinitesimal change in input while the output of the network is approximately unchanged. Contrary to this approach, we manipulate the model and keep the input unchanged.

1.2. Explanation Methods

We consider a classifier \( g : \mathbb{R}^D \rightarrow \mathbb{R}^K \) which classifies an input \( x \in \mathbb{R}^D \) in \( K \) categories with the predicted class given by \( k = \arg \max_i g(x)_i \). The explanation method is denoted by \( h_g : \mathbb{R}^D \rightarrow \mathbb{R}^D \) and associates an input \( x \) with an explanation map \( h_g(x) \) whose components encode the relevance score of each input for the classifier’s prediction.

We note that, by convention, explanation maps are usually calculated with respect to the classifier before applying the final softmax non-linearity (Kokhlikyan et al., 2019; Alber et al., 2019; Ancona et al., 2018). Throughout the paper, we will therefore denote this function as \( g \).

We use the following explanation methods:

**Gradient:** The map \( h_g(x) = \frac{\partial g}{\partial x}(x) \) is used and quantifies how infinitesimal perturbations in each pixel change the prediction \( g(x) \) (Simonyan et al., 2014; Bach et al., 2010).  

\[ x \odot \text{Grad} \]  

This method uses the map \( h_g(x) = x \odot \frac{\partial g}{\partial x}(x) \) (Shrikumar et al., 2017). For linear models, the exact contribution of each pixel to the prediction is obtained.

**Integrated Gradients:** This method defines  

\[ h_g(x) = (x - \bar{x}) \odot \int_0^1 \frac{\partial g(x + t(x - \bar{x}))}{\partial x} \, dt \]

where \( \bar{x} \) is a suitable baseline. We refer to the original reference (Sundararajan et al., 2017) for more details.

**Layer-wise Relevance Propagation (LRP):** This method (Bach et al., 2015; Montavon et al., 2017) propagates relevance backwards through the network. In our experiments, we use the following setup: for the output layer, relevance is given by

\[ R^L_i = \delta_{i,k} = \begin{cases} 1, & \text{for } i = k, \\ 0, & \text{for } i \neq k \end{cases}, \]

which is then propagated backwards through all layers but the first using the \( z^+ \)-rule

\[ R^l_i = \sum_j \frac{x^l_i(W^l)_ji}{\sum_{j} x^l_i(W^l)_ji + \epsilon} R^{l+1}_j, \tag{1} \]

where \( (W^l)_j^+ \) denotes the positive weights of the \( l \)-th layer, \( x^l \) is the activation vector of the \( l \)-th layer, and \( \epsilon > 0 \) is a small constant ensuring numerical stability. For the first layer, we use the \( z^- \)-rule to account for the bounded input domain

\[ R^0_i = \sum_j \frac{x^0_j W^0_{ji} - l_i(W^0)_{ji}^+ - h_i(W^0)_{ji}^-}{\sum_j(x^0_j W^0_{ji} - l_j(W^0)_{ji}^+ - h_j(W^0)_{ji}^-)} R^1_j, \]

where \( l_i \) and \( h_i \) are the lower and upper bounds of the input domain respectively.

For theoretical analysis, we consider the \( \epsilon \)-rule in all layers for simplicity. This rule is obtained by substituting \( (W^l)_j^+ \rightarrow W^l_i \) in (1). We refer to the resulting method as \( \epsilon \)-LRP.

This choice of methods is necessarily not exhaustive. However, it covers two classes of attribution methods, i.e. propagation and gradient-based explanations. Furthermore, the
chosen methods are widely used in practice (Kokhlikyan et al., 2019; Alber et al., 2019; Ancona et al., 2018).

2. Manipulation of Explanations

In this section, we will theoretically deduce that explanation methods can be arbitrarily manipulated by adversarially training a model.

2.1. Mathematical Background

In the following, we will briefly summarize the basic tools of differential geometry before applying them in the context of explainability in the next section. For additional technical details, we refer to Appendix A.1.

A $D$-dimensional manifold $M$ is a topological space which locally resembles $\mathbb{R}^D$. More precisely, for each $p \in M$, there exists a subset $U \subset M$ containing $p$ and a diffeomorphism $\phi : U \rightarrow \tilde{U} \subset \mathbb{R}^D$. The pair $(U, \phi)$ is called coordinate chart and the component functions $x^i$ of $\phi(p) = (x^1(p), \ldots, x^D(p))$ are called coordinates.

A $d$-dimensional submanifold $S$ is a subset of $M$ which is itself a $d$-dimensional manifold. $M$ is called the embedding manifold of $S$. A properly embedded submanifold $S \subset M$ is a submanifold embedded in $M$ which is also closed as a set.

Let $p \in M$ be a point on a manifold $M$ and $\gamma : \mathbb{R} \rightarrow M$ with $\gamma(0) = p$ a curve through the point $p$. The set of tangent vectors $d\gamma = \frac{d}{dt}\gamma(t)|_{t=0}$ of all curves through $p$ forms a vector space of dimension $D$. This vector space is known as tangent space $T_pM$. Let $(U, \phi)$ be a coordinate chart on $M$ with coordinates $x$. We can then define $\phi \circ \lambda_k(t) = (x^1(p), \ldots, x^k(p) + t, \ldots, x^D(p))$ with $k \in \{1, \ldots, D\}$. This implicitly defines curves $\lambda_k : \mathbb{R} \rightarrow M$ through $p$. We denote the corresponding tangent vectors as $\partial_k := \frac{d}{dt}\lambda_k(t)|_{t=0}$ and it can be shown that they form a basis of the tangent space $T_pM$.

A vector field $V$ on $M$ associates with every point $x \in M$ an element of the corresponding tangent space, i.e. $V(x) \in T_xM$. A conservative vector field $V$ is a vector field that is the gradient of a function $f : M \rightarrow \mathbb{R}$, i.e. $V(x) = \nabla f(x)$. For submanifolds $S$, there are two different notions of vector fields. A vector field $V$ on the submanifold $S$ associates to every point on $S$ a vector in its corresponding tangent space $T_xS$, i.e. $V(x) \in T_xS$. A vector field $V$ along the submanifold $S$ associates to every point on $S$ a vector in the corresponding tangent space of the embedding manifold $M$, i.e. $V(x) \in T_xM$. These concepts can be related as follows: the tangent space $T_xS$ can be decomposed into the tangent space $T_xS$ of $S$ and its orthogonal complement $T_xS^\perp$, i.e. $T_xS = T_xS \oplus T_xS^\perp$. A vector field along $S$ which only takes values in the first summand $T_xS$ is also a vector field on $S$.

With these definitions, we can now state a crucial theorem for our theoretical analysis. In Appendix A.1, we show that:

**Theorem 1** Let $S \subset M$ be a $d$-dimensional submanifold properly embedded in the $D$-dimensional manifold $M$. Let $V = \sum_{i=d+1}^D v^i \partial_i$ be a conservative vector field along $S$ which assigns a vector in $T_pS^\perp$ for each $p \in S$. For any smooth function $f : S \rightarrow \mathbb{R}$, there exists a smooth extension $F : M \rightarrow \mathbb{R}$ such that

$$F|_S = f$$

where $F|_S$ denotes the restriction of $F$ on the submanifold $S$. Furthermore, the derivative of the extension $F$ is given by

$$\nabla F(x) = (\nabla_1 f(x), \ldots, \nabla_d f(x), v^{d+1}(x), \ldots, v^D(x))$$

for all $x \in S$.

Technical details not withstanding, this theorem states that a function $f$ defined on a submanifold $S$ can be extended to the entire embedding manifold $M$. The extension’s derivatives orthogonal to the submanifold $S$ can be freely chosen.

This theorem is a generalization of the well-known submanifold extension lemma (see, for example, Lemma 5.34 in (Lee, 2012)) in that it not only shows that an extension exists but also that one has control over the gradient of the extension $F$. While we could not find such a statement in the literature, we suspect that it is entirely obvious to differential geometers but typically not needed for their purposes.

2.2. Explanation Manipulation: Theory

From Theorem 1, it follows under a mild assumption that one can always construct a model $\tilde{g}$ such that it closely reproduces arbitrary target explanations but has the same training, validation, and test loss as the original model $g$.

**Assumption:** the data lies on a $d$-dimensional submanifold $S \subset M$ properly embedded in the manifold $M = \mathbb{R}^D$. The data manifold $S$ is of much lower dimensionality than its embedding space $M$, i.e.

$$\epsilon \equiv \frac{d}{D} \ll 1 .$$

We stress that this assumption is also known as the manifold conjecture and is expected to hold across a wide range of machine learning tasks. We refer to (Goodfellow et al., 2016) for a detailed discussion.

Under this assumption, the following theorem can be derived for the Gradient, $x \odot \text{Grad}$, and $\epsilon$-LRP methods (only the proof for the Gradient method is given; see Appendix 2 for other methods):
Theorem 2 Let $h_g : \mathbb{R}^D \rightarrow \mathbb{R}^D$ be the explanation of classifier $g : \mathbb{R}^D \rightarrow \mathbb{R}$ with bounded derivatives $|\nabla_i g(x)| \leq C \in \mathbb{R}^+$ for $i = 1, \ldots, D$.

For a given target explanation $h^t : \mathbb{R}^D \rightarrow \mathbb{R}^D$, there exists another classifier $\hat{g} : \mathbb{R}^D \rightarrow \mathbb{R}$ which completely agrees with the classifier $g$ on the data manifold $S$, i.e.

$$\hat{g}|_S = g|_S.$$  \hfill (3)

In particular, both classifiers have the same train, validation, and test loss.

However, its explanation $h_{\hat{g}}$ closely resembles the target $h^t$, i.e.

$$\text{MSE}(h_{\hat{g}}(x), h^t(x)) \leq \epsilon \quad \forall x \in S, \quad (4)$$

where $\text{MSE}(h, h') = \frac{1}{D} \sum_{i=1}^{D} (h_i - h'_i)^2$ denotes the mean-squared error and $\epsilon = \frac{\epsilon}{D}$.

Proof: By Theorem 1, we can find a function $G$ which agrees with $g$ on the data manifold $S$ but has the derivative

$$\nabla G(x) = (\nabla_1 g(x), \ldots, \nabla_d g(x), h^t_{d+1}(x), \ldots, h^t_{D}(x))$$

for all $x \in S$. By definition, this is its gradient explanation $h_G = \nabla G$.

As explained in Appendix A.2.1, we can assume without loss of generality that $|\nabla_i g(x)| \leq 0.5$ for $i \in \{1, \ldots, D\}$. We can furthermore rescale the target map such that $|h_i^t| \leq 0.5$ for $i \in \{1, \ldots, D\}$. This rescaling is merely conventional as it does not change the relative importance $h_i$ of any input component $x_i$ with respect to the others. It then follows that

$$\text{MSE}(h_G(x), h^t(x)) = \frac{1}{D} \sum_{i=1}^{D} (\nabla_i G(x) - h^t_i(x))^2.$$ 

This sum can be decomposed as

$$\frac{1}{D} \sum_{i=1}^{d} (\nabla_i g(x) - h^t_i(x))^2 + \frac{1}{D} \sum_{i=d+1}^{D} (\nabla_i G(x) - h^t_i(x))^2,$$

and from this, it follows that

$$\text{MSE}(h_G(x), h^t(x)) \leq \frac{d}{D} = \epsilon,$$

The proof then concludes by identifying $\hat{g} = G$. \qed

Intuition: Somewhat roughly, this theorem can be understood as follows: two models, which behave identically on the data, need to only agree on the low-dimensional submanifold $S$. The gradients “orthogonal” to the submanifold $S$ are completely undetermined by this requirement. By the manifold assumption, there are however much more “orthogonal” than “parallel” directions and therefore the explanation is largely controlled by these. We can use this fact to closely reproduce an arbitrary target while keeping the function’s values on the data unchanged.

We stress however that there are a number of non-trivial differential geometric arguments needed in order to make these statements rigorous and quantitative. For example, it is entirely non-trivial that an extension to the embedding manifold exists for arbitrary choice of target explanation. This is shown by Theorem 1 whose proof is based on a differential geometric technique called partition of the unity subordinate to an open cover. See Appendix A.1 for details.

2.3. Explanation Manipulation: Methods

Flat Submanifolds and Logistic Regression: The previous theorem assumes that the data lies on an arbitrarily curved submanifold and therefore has to rely on relatively involved mathematical concepts of differential geometry. We will now illustrate the basic ideas in a much simpler context: we will assume that the data lies on a $d$-dimensional flat hyperplane $S \subset \mathbb{R}^D$.\footnote{In mathematics, these submanifolds are usually referred to as $d$-flats and only the case $d = D - 1$ is called hyperplane. We refrain from this terminology.} The points on the hyperplane $S$ obey the relation

$$\forall x \in S : \ (\hat{w}^{(i)})^T x = b_i, \ i \in \{1, \ldots, D - d\}, \quad (5)$$

where $\{\hat{w}^{(i)} \in \mathbb{R}^D \mid i = 1, \ldots, D - d\}$ are a set of normal vectors to the hyperplane $S$ and $b_i \in \mathbb{R}$ are the affine translations. We furthermore assume that we use logistic regression as the classification algorithm, i.e.

$$g(x) = \sigma(w^T x + c), \quad (6)$$

where $w \in \mathbb{R}^D, c \in \mathbb{R}$ are the weights and the bias respectively and $\sigma(x) = \frac{1}{1 + \exp(-x)}$ is the sigmoid function. This classifier has the gradient explanation$^7$

$$h_{\text{grad}}(x) = \Delta,$$ \hfill (7)

We can now define a modified classifier by

$$\hat{g}(x) = \sigma \left( w^T x + \sum_i \lambda_i (\hat{w}^{(i)})^T x - b_i + c \right), \quad (8)$$

for arbitrary $\lambda_i \in \mathbb{R}$. By (5), it follows that both classifiers agree on the data manifold $S$, i.e.

$$\forall x \in S : \ g(x) = \hat{g}(x), \quad (9)$$

and therefore have the same train, validation, and test error. However, the gradient explanations are now given by

$$h_{\text{grad}}(x) = \Delta + \sum_i \lambda_i \hat{w}^{(i)}. \quad (10)$$

$^7$We recall that in calculating the explanation map, we take the derivative before applying the final activation function.
Since the \( \lambda_i \) can be chosen freely, we can modify the explanations arbitrarily in directions orthogonal to the data submanifold \( \mathcal{S} \) (parameterized by the normal vectors \( \hat{w}^{(i)} \)). Similar statements can be shown for other explanation methods and we refer to the Appendix A.3 for more details.

As we will discuss in Section 2.4, one can use these tricks even for data which does not (initially) lie on a hyperplane.

**General Case:** For the case of arbitrary neural networks and curved data manifolds, we cannot analytically construct the manipulated model \( \tilde{g} \). We therefore approximately obtain the model \( \tilde{g} \) corresponding to the original model \( g \) by minimizing the loss

\[
\mathcal{L} = \sum_{x_i \in T} ||g(x_i) - \tilde{g}(x_i)||^2 + \gamma \sum_{x_i \in T} ||h\tilde{g}(x_i) - h\tilde{t}||^2,
\]

by stochastic gradient descent with respect to the parameters of \( \tilde{g} \). The training set is denoted by \( T \) and \( h\tilde{t} \in \mathbb{R}^D \) is a specified target explanation. Note that we could also use different targets for various subsets of the data but we will not make this explicit to avoid cluttered notation. The first term in the loss \( \mathcal{L} \) ensures that the models \( g \) and \( \tilde{g} \) have approximately the same output while the second term encourages the explanations of \( \tilde{g} \) to closely reproduce the target \( h\tilde{t} \). The relative weighting of these two terms is determined by the hyperparameter \( \gamma \in \mathbb{R}_+ \).

As we will demonstrate experimentally, the resulting \( \tilde{g} \) will closely reproduce the target explanation \( h\tilde{t} \) and have (approximately) the same output as \( g \). Crucially, both statements will be seen to hold also for the test set.

### 2.4. Explanation Manipulation: Practice

In this section, we will demonstrate manipulation of explanations experimentally. We will first discuss applying logistic regression to credit assessment and then proceed to the case of deep neural networks in the context of image classification. The code for all our experiments is publicly available at [https://github.com/fairwashing/fairwashing](https://github.com/fairwashing/fairwashing).

**Credit Assessment:** In the following, we will suppose that a bank uses a logistic regression algorithm to classify whether a prospective client should receive a loan or not. The classification uses the features \( x = (x\text{gender}, x\text{income}) \) where

\[
x\text{gender} = \begin{cases} 1, & \text{for male} \\ -1, & \text{for female} \end{cases}
\]

and \( x\text{income} \) is the income of the applicant. Normalization is chosen such that the features are of the same order of magnitude. Details can be found in the Appendix B.

We then define a logistic regression classifier \( g \) by choosing the weights \( w = (0.9, 0.1, 1) \), i.e. female applicants are severely discriminated against. The discriminating nature of the algorithm may be detected by inspecting, for example, the gradient explanation maps \( h\tilde{g}\text{grad} = w \).

Conversely, if the explanations did not show any sign of discrimination for another classifier \( \tilde{g} \), the user may interpret this as a sign of its trustworthiness and fairness.

However, the bank can easily “fairwash” the explanations, i.e. hide the fact that the classifier is sexist. This can be done by adding new features which are linearly dependent on the previously used features. As a simple example, one could add the applicant’s paid taxes \( x\text{taxes} \) as a feature. By definition, it holds that

\[
x\text{taxes} = 0.4 x\text{income} \quad \text{,} \quad (13)
\]

where we assume that there is a fixed tax rate of 0.4 on all income. The features used by the classifier are now \( x = (x\text{gender}, x\text{income}, x\text{taxes}) \). By (13), all data samples \( x \) obey

\[
\hat{w}^T x = 0 \quad \text{with} \quad \hat{w} = (0, 0.4, -1) \quad . \quad (14)
\]

Therefore, the original classifier \( g(x) = \sigma(w^T x) \) with \( w = (0.9, 0.1, 0) \) leads to the same output as the classifier \( \tilde{g}(x) = \sigma(w^T x + 1000 \hat{w}^T x) \). However, as shown in Figure 1, the classifier \( \tilde{g} \) has explanations which suggest that the two financial features (and not the applicant’s gender) are important for the classification result.

This example is merely an (oversimplified) illustration of a general concept: for each additional feature which linearly depends on the previously used features, a condition of the form (14) for some normal vector \( \hat{w} \) is obtained. We can then construct a classifier with arbitrary explanation along each of these normal vectors.

![Figure 1](https://example.com/figure1.png)
**Image Classification:** We will now experimentally demonstrate the practical applicability of our methods in the context of image classification with deep neural networks.

**Datasets:** We consider the MNIST, FashionMNIST, and CIFAR10 datasets. We use the standard training and test sets for our analysis. The data is normalized such that it has mean zero and standard deviation one. We sum the explanations over the absolute values of its channels to get the relevance per pixel. The resulting relevances are then normalized to have a sum of one.

**Models:** For CIFAR10, we use the VGG16 (Simonyan & Zisserman, 2015) architecture. For FashionMNIST and MNIST, we use a four layer convolutional neural network. We train the model \( g \) by minimizing the standard cross entropy loss for classification. The manipulated model \( \tilde{g} \) is then trained by minimizing the loss (11) for a given target explanation \( h^t \). This target was chosen to have the shape of the number 42. For more details about the architectures and training, we refer to the Appendix D.

**Quantitative Measures:** We assess the similarity between explanation maps using three quantitative measures: the structural similarity index (SSIM), the Pearson correlation coefficient (PCC) and the mean squared error (MSE). SSIM and PCC are relative similarity measures with values in \([0,1]\), where larger values indicate high similarity. The MSE is an absolute error measure for which values close to zero indicate high similarity. We also use the MSE metric as well as the Kullback-Leibler divergence for assessing similarity of the class scores of the manipulated model \( \tilde{g} \) and the original network \( g \).

**Results:** For all considered models, datasets, and explanation methods, we find that the manipulated model \( \tilde{g} \) has explanations which closely resemble the target map \( h^t \), e.g. the SSIM between the target and manipulated explanations is of the order 0.8. At the same time, the manipulated network \( \tilde{g} \) has approximately the same output as the original model \( g \), i.e. the mean-squared error of the outputs after the final softmax non-linearity is of the order \(10^{-3}\). The classification accuracy is changed by about 0.2 percent.

Figure 2 illustrates this for examples from the FashionMNIST and CIFAR10 test sets. We stress that we use a single model for Gradient, \( x \circ \text{Grad} \), and Integrated Gradient methods which demonstrates that the manipulation generalizes over all considered gradient-based methods.

The left-hand-side of Figure 3 shows quantitatively that manipulated model \( \tilde{g} \) closely reproduces the target map \( h^t \) over the entire test set of FashionMNIST. We refer to the Appendix D for additional similarity measures, examples, and quantitative analysis for all datasets.

**3. Robust Explanations**

Having demonstrated both theoretically and experimentally that explanations are highly vulnerable to model manipulation, we will now use our theoretical insights to propose explanation methods which are significantly more robust under such manipulations.

**3.1. TSP Explanations: Theory**

In this section, we will define a robust gradient explanation method. Appendix C discusses analogous definitions for other methods.

We can formally define an explanation field \( H_g \) which associates to every point \( x \) on the data manifold \( S \) the corresponding gradient explanation \( h_g(x) \) of the classifier \( g \). We note that \( H_g \) is generically a vector field along the manifold since \( h_g(x) \in \mathbb{R}^D \cong T_x M \), i.e. it is an element of the tangent space \( T_x M \) of the embedding manifold \( M \) and not an element of the tangent space \( T_x S \) of data manifold \( S \).

As explained in Section 2.1, we can decompose the tangent space \( T_x M \) of the embedding manifold \( M \) as follows \( T_x M = T_x S \oplus T_x S^\perp \). Let \( P : T_x M \to T_x S \) be the projection on the first summand of this decomposition. We stress that the form of the projector \( P \) depends on the point \( x \in S \) but we do not make this explicit in order to simplify notation. We can then define:

![Figure 2. Example explanations from the original model (left) and the manipulated model (right). Images from the test sets of FashionMNIST (top) and CIFAR10 (bottom).](image-url)
Definition 1 The tangent-space-projected (tsp) explanation field \( \tilde{h}_g \) is a vector field on the data manifold \( S \). It associates to each \( x \in S \), the tangent-space-projected (tsp) explanation \( \tilde{h}_g(x) \) given by
\[
\tilde{h}_g(x) = (P \circ h_g)(x) \in T_xS .
\] (15)

Intuitively, the tsp-explanation \( \tilde{h}_g(x) \) is the explanation of the model \( g \) projected on the "tangential directions" of the data manifold.

We recall from our discussion of Theorem 2 that we can always find classifiers \( \tilde{g} \) which coincide with the original classifier \( g \) on the data manifold \( S \) but may differ in the gradient components orthogonal to the data manifold, i.e. for some \( x \in S \) it holds that
\[
(1 - P) \nabla g(x) \neq (1 - P) \nabla \tilde{g}(x) .
\]

On the other hand, the components tangential to the manifold \( S \) agree
\[
P \nabla g(x) = P \nabla \tilde{g}(x) , \quad \forall x \in S .
\]

In other words, the tsp-gradient explanations of the original model \( g \) and any such model \( \tilde{g} \) are identical:
\[
\tilde{h}_g(x) = \tilde{h}_{\tilde{g}}(x) \quad \forall x \in S .
\] (16)

It can therefore be expected that tsp-explanations \( \tilde{h}_g \) are significantly more robust compared to their unprojected counterparts \( h_g \).

For other explanation methods, the corresponding tsp-explanations may be obtained using a slightly modified projector \( P \). We refer to Appendix C for more details.

3.2. TSP Explanations: Methods

Flat Submanifolds and Logistic Regression: Recall from Section 2.3 that for a logistic regression model \( g(x) = \sigma(w^T x + c) \) with gradient explanation \( h_g = w \), we can define a manipulated model \( \tilde{g}(x) = \sigma(w^T x + c) \), which coincides with the original model \( g \) and its manipulated counterpart \( \tilde{g} \) are identical:
\[
\tilde{h}_g(x) = \tilde{h}_{\tilde{g}}(x) \quad \forall x \in S .
\]

It can therefore be expected that tsp-explanations \( \tilde{h}_g \) are significantly more robust compared to their unprojected counterparts \( h_g \).

For other explanation methods, the corresponding tsp-explanations may be obtained using a slightly modified projector \( P \). We refer to Appendix C for more details.
matrix $P$ on this hyperplane is then given by

$$P = \sum_{i=1}^{d} q_i q_i^T.$$  

**Autoencoder method:** the hyperplane method requires that the data manifold is sufficiently densely sampled, i.e. the nearest neighbors are small deformations of the data point itself. In order to estimate tangent space for datasets without this property, we use techniques from the well-established field of manifold learning. Following (Shao et al., 2018), we train an autoencoder on the dataset and then perform an SVD decomposition of the Jacobian of decoder $D$,

$$\frac{\partial D}{\partial z} = U \Sigma V.$$  

(18)

The projector is constructed from the left-singular values $u_1, \ldots, u_d \in \mathbb{R}^D$ corresponding to the $d$ largest singular values. The projector is obtained by

$$P = \sum_{i=1}^{d} u_i u_i^T.$$  

(19)

The underlying motivation for this procedure is reviewed in Appendix C.2.

After one of these methods is used to estimate the projector $P$ for a given $x \in S$, the corresponding tsp-explanation can be easily computed by $\tilde{h}(x) = P h(x)$.

### 3.3. TSP Explanations: Practice

In this section, we will apply tsp-explanations to the examples of Section 2.4 and show that they are significantly more robust under model manipulations.

**Credit Assessment:** From the arguments of the previous section, it follows that the explanations of the manipulated and original model agree. We indeed confirm this experimentally, see Figure 4. We refer to the Appendix B for more details.

**Image Classification:** For MNIST and FashionMNIST, we use the hyperplane method to estimate the tangent space. For CIFAR10, we find that the manifold is not densely sampled enough and we therefore use the autoencoder method. This is computationally expensive and takes about 48h using four Tesla P100 GPUs. We refer to Appendix D for more details.

Figure 5 shows the tsp-explanations for the examples of Figure 2. The explanation maps of the original and manipulated model show a high degree of visual similarity. This suggests the manipulation occurred mainly in directions orthogonal to the data manifold (as the tsp-explanations are obtained from the original explanations by projecting out the corresponding components). This is also confirmed quantitatively, see Appendix D. Furthermore, tsp-explanations tend to be considerably less noisy than their unprojected counterparts (see Figure 5 vs 2). This is expected from our theoretical analysis: consider gradient explanations for concreteness. Their components orthogonal to the data manifold are undetermined by training and are therefore essentially chosen at random. This fitting noise is projected out in the tsp-explanation which results in a less noisy explanation.

If the adversaries knew that tsp-explanations are used, they could also try to train a model $\tilde{g}$ which manipulates the tsp-explanations directly. However, tsp-explanations are considerable more robust to such manipulations, as shown on the right-hand-side of Figure 3.

We refer to Appendix D for more detailed discussion.

### 4. Conclusion

A central message of this work is that widely-used explanation methods should not be used as proof for a fair and sensible algorithmic decision-making process. This is because they can be easily manipulated as we have demonstrated both theoretically and experimentally. We propose modifications to existing explanation methods which make
them more robust with respect to such manipulations. This is achieved by projecting explanations on the tangent space of the data manifold. Future work will try to overcome this hurdle. Another promising direction for further research is to apply the methods developed in this work to other application domains such as natural language processing.
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