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A. Forward Algorithm
The forward algorithm is shown in Algorithm 1. We write \([m]\) to denote the set of \(m\) integers \(\{1, \ldots, m\}\) and \([A]\) = 1 if \(A\) is true and 0 otherwise.

Algorithm 1 Forward

<table>
<thead>
<tr>
<th>Input:</th>
<th>(p(z_{i-1}; z_{i-o}; i-1)) for (z_{i-o}; i \in [m]) and (i \leq m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>For (z_{i-o}; i-1 \in {0, 1}) and (i \leq m)</td>
</tr>
<tr>
<td></td>
<td>(\pi(z_{i-o}; i-1) = \sum_{z \in {0, 1}^{i-1}: \tilde{z}<em>j = z</em>{i-o}; \forall j \in [o]} p(\tilde{z}))</td>
</tr>
<tr>
<td></td>
<td>(\text{Runtime: } O(m2^o))</td>
</tr>
</tbody>
</table>

Base: \(\pi(z_{-o}; i-1) \leftarrow [[z_{-o}; 1 = 0^o]]\) for \(i \leq 1\)
Main: For \(i = 2 \ldots m\), for \(z_{i-o}; i-1 \in \{0, 1\}\),
\[
\pi(z_{i-o}; i-1) \leftarrow p(z_{i-1}; i-1, z^{(0)}) \times \pi(z^{(0)}; i-1) \\
+ p(z_{i-1}; i-1, z^{(1)}) \times \pi(z^{(1)}; i-1)
\]
where \(z^{(b)} = (b, z_{i-o}, \ldots, z_{i-2}) \in \{0, 1\}\)

B. Dataset Construction for Predictive Document Hashing
We take pairs from the Who-Did-What dataset (Onishi et al., 2016). The pairs in this dataset were constructed by drawing articles from the LDC Gigaword newswire corpus. A first article is drawn at random and then a list of candidate second articles is drawn using the first sentence of the first article as an information retrieval query. A second article is selected from the candidates using criteria described in Onishi et al. (2016), the most significant of which is that the second article must have occurred within a two week time interval of the first. We filtered article pairs so that each article is distinct in all data. The resulting dataset has 104404, 8928, and 7326 article pairs for training, validation, and evaluation.

To follow the standard setting in unsupervised document hashing, we represent each article as a TFIDF vector using a vocabulary of size 20000. We use SentencePiece (Kudo & Richardson, 2018) to learn an optimal text tokenization for the target vocabulary size.
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