Abstract

This paper builds on the connection between graph neural networks and traditional dynamical systems. We propose continuous graph neural networks (CGNN), which generalise existing graph neural networks with discrete dynamics in that they can be viewed as a specific discretisation scheme. The key idea is how to characterise the continuous dynamics of node representations, i.e., the derivatives of node representations, w.r.t. time. Inspired by existing diffusion-based methods on graphs (e.g., PageRank and epidemic models on social networks), we define the derivatives as a combination of the current node representations, the representations of neighbors, and the initial values of the nodes. We propose and analyse two possible dynamics on graphs—including each dimension of node representations (i.e., feature channel) change independently or interact with each other—both with theoretical justification. The proposed continuous graph neural networks are robust to over-smoothing and hence allow us to build deeper networks, which in turn are able to capture the long-range dependencies between nodes. Experimental results on the task of node classification demonstrate the effectiveness of our proposed approach over competitive baselines.

1. Introduction

Graph neural networks (GNNs) have been attracting growing interest due to their simplicity and effectiveness in a variety of applications such as node classification [Kipf and Welling, 2016, Velickovic et al., 2017], link prediction [Zhang and Chen, 2018], chemical properties prediction [Gilmer et al., 2017], and natural language understanding [Marcheggiani and Titov, 2017, Yao et al., 2019]. The essential idea of GNNs is to design multiple graph propagation layers to iteratively update each node representation by aggregating the node representations from their neighbours and the representation of the node itself. In practice, a few layers (two or three) are usually sufficient for most tasks [Qu et al., 2019], and more layers may lead to inferior performance [Kipf and Welling, 2016; Zhou et al., 2018; Li et al., 2018b].

A key avenue to improving GNNs is being able to build deeper networks to learn more complex relationships between the data and the output labels. The GCN propagation layer smooths the node representations, i.e., nodes near each other in the graph become more similar [Kipf and Welling, 2016]. This can lead to over-smoothing as we stack more and more layers, meaning that node representations converge to the same value leading to worse performance [Kipf and Welling, 2016; Zhou et al., 2018; Li et al., 2018b]. Thus, it is important to alleviate the node over-smoothing effect, whereby node representations converge to the same value.

Furthermore, it is crucial to improve our theoretical understanding of GNNs to enable us to characterise what signals from the graph structure we can learn. Recent work on understanding GCN [Oono and Suzuki, 2020] has considered GCN as a discrete dynamical system defined by the discrete layers. In addition, Chen et al. [2018] demonstrated that the usage of discrete layers is not the only perspective to build neural networks. They pointed out that discrete layers with residual connections can be viewed as a discretisation of a continuous Ordinary Differential Equation (ODE). They showed that this approach is more memory-efficient and is able to model the dynamics of hidden layers more smoothly.

We use the continuous perspective inspired by diffusion based methods to propose a new propagation scheme, which we analyse using tools from ordinary differential equations (i.e., continuous dynamical systems). Indeed we are able to explain what representations our model learns as well as why it does not suffer from the common over-smoothing problem observed in GNNs. Allowing us to build ‘deeper’ networks in the sense that our model works well with large values of time. The key factor for the resilience to over-smoothing is the use of a restart distribution as originally
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proposed in Pagerank (Page et al. [1999]) in a continuous setting. The intuition is that the restart distribution helps to
not forget the information from low powers of the adjacency matrix, hence enabling the model to converge towards a
meaningful stationary distribution.

The main contributions of this paper are:

1. We propose two continuous ODEs of increasing model
capacity inspired by PageRank and diffusion based methods;

2. We theoretically analyse the representation learned
by our layer and show that as \( t \to \infty \) our method
approaches a stable fixed point, which captures the
graph structure together with the original node features.
Because we are stable as \( t \to \infty \) our network can
have an infinite number of ‘layers’ and is able to learn
long-range dependencies;

3. We demonstrate that our model is memory efficient and
is robust to the choice of \( t \). Further, we demonstrate on
the node classification against competitive baselines
that our model is able to outperform many existing
state-of-the-art methods.

2. Preliminaries

Let a graph \( G = (V, E) \) be defined by vertices \( V \) and edges
\( E \subseteq V \times V \) between vertices in \( V \). It is common in graph
machine learning to use an adjacency matrix \( \text{Adj} \) as an
alternative characterisation. Given a node ordering \( \pi \) and a
graph \( G \), the elements of the adjacency matrix \( \text{Adj} \) are defined by the edge set \( E \):

\[
\text{Adj}_{ij} = \begin{cases} 
1 & \text{if } (v_i, v_j) \in E \\
0 & \text{otherwise}
\end{cases}
\]

As the degree of nodes can be very different, we typically
normalize the adjacency matrix as \( \text{Adj} D^{-\frac{1}{2}} \text{Adj} D^{-\frac{1}{2}} \), where
\( D \) is the degree matrix of \( \text{Adj} \). Such a normalized adjacency
matrix always has an eigenvalue decomposition, and the eigenvalues
are in the interval \([-1, 1]\) (Chung and Graham, 1997). The negative eigenvalues can make graph
learning algorithms unstable in practice, and hence we follow Kipf and Welling (2016)
and leverage the following regularized matrix for characterizing graph structures:

\[
A := \frac{\alpha}{2} \left( I + D^{-\frac{1}{2}} \text{Adj} D^{-\frac{1}{2}} \right),
\]

where \( \alpha \in (0, 1) \) is a hyperparameter, and the eigenvalues
of \( A \) are in the interval \([0, \alpha]\).

Given such a matrix \( A \in \mathbb{R}^{\left|V\right| \times \left|V\right|} \) to characterise the graph
structure, and a node feature matrix \( X \in \mathbb{R}^{\left|V\right| \times |F|} \), with
\(|F|\) being the number of node features, our goal is to learn a
matrix of node representations \( H \in \mathbb{R}^{\left|V\right| \times d} \), where \( d \) is the
dimension of representations, and the \( k \)-th row of \( H \) is the
representation of the \( k \)-th node in an ordering \( \pi \).

A continuous ODE throughout this paper will refer to an
equation of the following form:

\[
\frac{dx}{dt} = f(x(t), t),
\]

where \( x \) may be scalar, vector valued, or matrix valued
and \( f \) is function that we will parametrise to define the
hidden dynamic. Chen et al. (2018) showed how we can
backpropagate through such an ODE equation and hence
use it as a building block for a neural network.

3. Related Work

Neural ODE. Neural ODE (Chen et al. 2018) is an approach
for modelling a continuous dynamics on hidden representation,
where the dynamic is characterised through an ODE
parameterised by a neural network. However, these methods
can only deal with unstructured data, where different inputs
are independent. Our approach extends this in a novel way
to graph structured data.

NNs. Graph neural networks (Kipf and Welling 2016;
Veličković et al. 2017) are an effective approach for learning
node representations in graphs. Typically, GNNs model
discrete dynamics of node representations with multiple
propagation layers, where in each layer the representation
of each node is updated according to messages from neighboring
nodes. The majority of GNNs learn the relevant information from the graph structure \( A \) by learning finite
polynomial filters \( g \) to apply to the eigenvalues \( \Lambda \) of the graph Laplacian \( L = PAP^{-1} \) in each propagation layer
(Kipf and Welling 2016, Defferrard et al. 2016, Wijesinghe
and Wang 2019; Veličkovic et al. 2017). GCN (Kipf and
Welling 2016), for instance, uses a first-order Chebyshev polynomial. However, existing GNNs (e.g. GCN) have been shown (Zhou et al. 2018; Oono and Suzuki, 2020)
to suffer from over-smoothing, i.e. node representations start to converge to the same value. Compared to these studies, we follow continuous dynamical systems to model the continuous dynamic on node representations. Moreover, our approach does not have the over-smoothing problem, because our model converges to a meaningful representation (fixed point) as \( t \to \infty \).

A proposed solution in recent work is to either add a residual
connection to the preceding layer (Avelar et al. 2019)
or to use a concatenation of each layer (Wijesinghe and
et al. 2019). The latter approach does not scale to very
deep networks due to the growing size of the representation.
Chen et al. (2018)’s approach of turning residual connec-
ations from the preceding layer into a continuous ODE has gathered much attention \cite{Deng et al., 2019, Avelar et al., 2019, Zhuang et al., 2020, Poli et al., 2019}. In contrast to many of these works we are able to provide a theoretical justification for our ODE and our representation does not grow with depth.

A significant amount of work has focused on understanding the theoretical properties of GCN and related architectures better \cite{Oono and Suzuki, 2020, Dehmamy et al., 2019, NT and Maehara, 2019}. Dehmamy et al. (2019) argue that to learn the topology of a graph the network must learn the graph moments—an ensemble average of a polynomial of \( \text{Adj} \). They show that GCN can only learn graph moments of a specific power of \( \text{Adj} \). To remedy this they concatenate \( [h^{(1)}, h^{(2)}, \ldots, h^{(n)}] \) the feature maps (output) of each layer. Oono and Suzuki (2020) demonstrate that deeper GCNs exponentially lose expressive power by showing that in the limit as the number of layers goes to infinity the node representation is projected onto the nullspace of the Laplacian, which implies that two nodes with identical degree in the same connected component are will have the same representation. Instead we propose a continuous dynamical system which does not suffer from this problem and demonstrate so as \( t \to \infty \). NT and Maehara (2019) focus on explaining which assumptions hold such that GCN \cite{Kipf and Welling, 2016} and SGC \cite{Wu et al., 2019} work on the common citation networks. Our work fits into the existing literature by using the Neural ODE framework to provide a novel intuition to what is needed to address loss of expressive power with depth. We do this by proposing and analysing our specific solution.

**Concurrent work.** Several concurrent works have developed similar ideas; \cite{Poli et al., 2019} proposes an ODE based on treating the GCN-layer as a continuous vector field and combines discrete and continuous layers. Other concurrent works \cite{Deng et al., 2019, Zhuang et al., 2020} use the Neural ODE framework and parametrise the derivative function using a 2- or 3-layer GNN directly, instead we develop a continuous message-passing layer and do not use a discrete deep neural network to parametrise the derivative. Intuitively, each node at stage \( n + 1 \) learns the node information from its neighbours through \( AH_n \) and remembers its original node features through \( H_0 \). This allows us to learn the graph structure without forgetting the original node features. The explicit formula of Eq. (4) can be derived as follows:

\[
H_{n+1} = AH_n + H_0, \tag{4}
\]

where \( H_n \in \mathbb{R}^{V \times d} \) is the embedding matrix for all the nodes at step \( n \), and \( H_0 = E = \mathcal{E}(X) \) is the embedding matrix computed by the encoder \( \mathcal{E} \). Intuitively, each node at stage \( n + 1 \) learns the node information from its neighbours through \( AH_n \) and remembers its original node features through \( H_0 \). This allows us to learn the graph structure without forgetting the original node features. The explicit formula of Eq. (4) can be derived as follows:

\[
H_n = \left( \sum_{i=0}^{n} A^i \right) H_0 = (A - I)^{-1}(A^{n+1} - I)H_0, \tag{5}
\]

where we see that the representation \( H_n \) at step \( n \) incorporates all the information propagated up to \( n \) steps with the initial representation \( H_0 \).

Because of the effectiveness of the discrete propagation process in Eq. (5), we aim to extend the process to continuous cases by replacing \( n \) with a continuous variable \( t \in \mathbb{R}_+ \), and further use an ODE to characterise such a continuous propagation dynamic. Intuitively, we view the summation in Eq. (5) as a Riemann sum of an integral from time \( 0 \) to time \( t = n \), which allows us to naturally move from the discrete propagation process to the continuous case, as stated in the following proposition.

\[
H_{\tau} = \int_0^\tau A^t dt, \quad \tau \geq 0.
\]
We provide the proof in the Supplementary material. In we treat the latent vectors $H$ we use in our model $H$. The ODE we use can be understood theoretically. Specifically, the node representation matrix $H$ agrees with the epidemic model.

The intuition behind the ODE $(6)$, indicating that the intuition of our ODE can be intuitively modelled by our first-order ODE, in Eq. $(6)$, as the infection conditions $t$ of a group of people at time $t$, then the three factors can be naturally captured by three terms: $AH(t)$ for the infection from neighbours, $-H(t)$ for natural recovery, and $E$ for the natural physique. Therefore, the infection dynamics in a population can be intuitively modelled by our first-order ODE, in Eq. $(6)$, indicating that the intuition of our ODE agrees with the epidemic model.

The ODE we use can be understood theoretically. Specifically, the node representation matrix $H(t)$ at time $t$ has an analytical form, which is formally stated in the following proposition.

**Proposition 2** The analytical solution of the ODE defined in Eq. $(7)$ is given by:

$$H(t) = (A - I)^{-1}(e^{(A-I)t} - I)E + e^{(A-I)t}E$$

We prove the proposition in the Supplementary material. From the proposition, since the eigenvalues of $A - I$ are in the interval $[-1, 0)$, as we increase $t$ to $\infty$, the exponential term $e^{(A-I)t}$ will approach $0$, i.e. $\lim_{t \to \infty} e^{(A-I)t} = 0$. Therefore, for large enough $t$ we can approximate $H(t)$ as:

$$H(t) \approx (I - A)^{-1}E = \left( \sum_{i=0}^{\infty} A^i \right)E.$$  

Thus, $H(t)$ can be seen as the summation of all different orders of propagated information (i.e. $\{A^iE\}_{i=0}^{\infty}$). In this way, our approach essentially has an infinite number of discrete propagation layers, allowing us to model global dependencies of nodes more effectively than existing GNNs.

**Implementation.** In the node classification task, our decoder $D$ to compute the node-label matrix $Y = D(H(t_1))$ is a softmax classifier with the ReLU activation function $\text{ReLU}$.

Note the parameter $\alpha$ in Eq. $(2)$ decides the eigenvalues of $A$, which thereby determines how quickly the higher order powers of $A$ go to $0$, this also means that by specifying $\alpha$ per node we can control how much of the neighbourhood each node gets to see as smaller values $\alpha$ imply that the powers of $A$ vanish faster. In our final model we learn these parameters $\alpha$. 

Figure 1: Architecture overview: The input to the model is a graph with node features, we initially encode these node features using a single neural network layer and ignoring the graph structure. Then we use a differential equation to change the representation over time, before projecting the representation using another single neural network layer and a softmax function to a one-hot encoding of the classes. The red lines represent the information transfer as defined by the ODE.
4.2. Case 2: Modelling the Interaction of Feature Channels

The ODE so far models different feature channels (i.e. dimensions of hidden representations) independently, where different channels are not able to interact with each other, and thus the ODE may not capture the correct dynamics of the graph. To allow the interaction between different feature channels, we are inspired by the success of a linear variant of GCN (i.e. Simple GCN (Wu et al., 2019)) and consider a more powerful discrete dynamic:

\[ H_{n+1} = AH_nW + H_0, \]  

(10)

where \( W \in \mathbb{R}^{d \times d} \) is a weight matrix. Essentially, with \( W \), we are able to model the interactions of different feature channels during propagation, which increases the model capacity and allows us to learn more effectively representations of nodes.

Similar to the previous section, we extend the discrete propagation process in Eq. (10) to continuous cases by viewing each \( H_n \) as a Riemann sum of an integral from time 0 to time \( t = n \), which yields the following proposition:

**Proposition 3** Suppose that the eigenvalue decompositions of \( A, W \) are \( A = P\Lambda P^{-1} \) and \( W = Q\Phi Q^{-1} \), respectively, then the discrete dynamic in Eq. (10) is a discretisation of the following ODE:

\[ \frac{dH(t)}{dt} = \ln(AH(t) + H(t)) \ln W + E, \]  

(11)

where \( E = \mathcal{E}(X) \) is the output of the encoder \( \mathcal{E} \) and with the initial value \( H(0) = PFQ^{-1} \), where

\[ F_{ij} = \frac{\Lambda_i e_{ij} \Phi_{jj} - e_{ij}}{\ln \Lambda_i \Phi_{jj}}, \]  

(12)

where \( \tilde{E} = P^{-1}EQ \).

The proof is provided in the Supplementary material. By making a first-order Taylor approximation to get rid of the matrix logarithm, we further obtain:

\[ \frac{dH(t)}{dt} = (A - I)H(t) + H(t)(W - I) + E, \]  

(13)

with the initial value being \( H(0) = E \). This is the ODE we use in our model CGNN with weights. The ODEs of the form as in Eq. (13) have been studied in some detail in the control theory literature, where they are known as the Sylvester differential equation (Locatelli, 2001; Behr et al., 2019). Intuitively, \( E \) here would be the input into the system with the goal to get the system \( H \) into a desired state \( H(t) \). The matrices \( A - I \) and \( W - I \) describe the natural evolution of the system.

The ODE in Eq. (13) also has appealing theoretical properties. Specifically, \( H(t) \) has an analytical form as shown in the following proposition.

**Proposition 4** Suppose that the eigenvalue decompositions of \( A - I, W - I \) are \( A - I = P\Lambda'P^{-1} \) and \( W - I = Q\Phi'Q^{-1} \), respectively, then the analytical solution of the ODE in Eq. (13) is given by:

\[ H(t) = e^{(A-I)t}E e^{(W-I)t} + PF(t)Q^{-1}, \]  

(14)

where \( F(t) \in \mathbb{R}^{|V| \times d} \) with each element defined as follows:

\[ F_{ij}(t) = \frac{\tilde{E}_{ij} e^{t(\Lambda_i' + \Phi'_{jj})} - \tilde{E}_{ij}}{\Lambda_i' + \Phi'_{jj}}, \]  

(15)

where \( \tilde{E} = P^{-1}EQ \).

We prove the proposition in the Supplementary material.

According to the definition of \( A \) and also our assumption about \( W \), the eigenvalues of \( A - I \) and \( W - I \) are in \((-1, 0)\), and therefore \( \Lambda_i < 0 \) for every \( i \) and \( \Phi'_{jj} < 0 \) for every \( j \). Hence, as we increase \( t \) to \( \infty \), the exponential terms will approach 0, and hence for large enough \( t \) we can approximate \( H(t) \) as:

\[ (P^{-1}H(t)Q)_{ij} \approx -\frac{\tilde{E}_{ij}}{\Lambda_i' + \Phi'_{jj}}. \]  

(16)

Based on the above results, if \( W = I \), then \( H(t) \) will converge to the same result as in Eq. (9), and hence the ODE defined in Eq. (3) is a special case of the ODE in Eq. (16).

**Implementation.** We use the same decoder as for the case when \( W = I \).

In practice, to enforce \( W \) to be a diagonalisable matrix with all the eigenvalues less than 1, we parameterise \( W \) as \( W = U \text{diag}(M)U^T \), where \( U \in \mathbb{R}^{d \times d} \) is a learnable orthogonal matrix and \( M \in \mathbb{R}^d \) is a learnable vector, characterising the eigenvalues of \( W \). During training, we clamp the values of \( M \) to guarantee they are between \((0, 1)\). To ensure \( U \) to be an orthogonal matrix, we follow previous work in (Cisse et al., 2017; Conneau et al., 2017) and perform the following secondary update of \( U \) after each main update during training:

\[ U \leftarrow (1 + \beta)U - \beta(UU^T)U, \]  

(17)

where \( \beta \) is a hyperparameter, and the above secondary update enables \( U \) to be close to the manifold of orthogonal matrices after each training step.

Finally, to help stabilise training we use the idea from (Dupont et al., 2019) and add auxiliary dimensions to hidden representation only during the continuous propagation.
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Table 1: Statistics of datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Nodes</th>
<th># Edges</th>
<th># Features</th>
<th># Classes</th>
<th>Label Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora</td>
<td>2,708</td>
<td>5,429</td>
<td>1,433</td>
<td>7</td>
<td>0.036</td>
</tr>
<tr>
<td>Citeseer</td>
<td>3,327</td>
<td>4,732</td>
<td>3,703</td>
<td>6</td>
<td>0.052</td>
</tr>
<tr>
<td>Pubmed</td>
<td>19,717</td>
<td>44,338</td>
<td>500</td>
<td>3</td>
<td>0.003</td>
</tr>
<tr>
<td>NELL</td>
<td>65,755</td>
<td>266,144</td>
<td>5,414</td>
<td>210</td>
<td>0.001</td>
</tr>
</tbody>
</table>

process. Specifically, we double the latent representation initialising the second half of the initial representation with 0 and throwing the result away after solving the continuous ODE. This very slightly improves results, but importantly stabilises training significantly (see Supplementary material).

5. Discussion

Our continuous model for information propagation has several advantages over previous discrete GNNs such as GCN:

1. Robustness with time to over-smoothing;
2. Learning global dependencies in the graph;
3. \( \alpha \) represents the “diffusion” constant, which is learned;
4. Weights entangle channels continuously over time;
5. Insight into the role of the restart distribution \( H_0 \).

1. Robustness with time to over-smoothing: Despite the effectiveness of the discrete propagation process, it has been shown in (Li et al., 2018b) that the usage of discrete GCN layers can be tricky as the number \( n \) of layers (time in the continuous case) is a critical choice. Theoretical work in (Oono and Suzuki, 2020) further showed that on dense graphs as the number of GCN layers grow there is exponential information loss in the node representations. In contrast, our method is experimentally not very sensitive to the integration time chosen and theoretically does not suffer from information loss as time goes to infinity.

2. Global dependencies: Recent work (Klicpera et al., 2019; Dehmamy et al., 2019; Xu et al., 2018) has shown that to improve on GNN it is necessary to build deeper networks to be able to learn long-range dependencies between nodes. Our work, thanks to the stability with time is able to learn global dependencies between nodes in the graph. Eq. (9) demonstrates that we propagate the information from all powers of the adjacency matrix, thus we are able to learn global dependencies.

3. Diffusion constant: The parameter \( \alpha \) scales the matrix \( A \) (see Eq. (2)), i.e. it controls the rate of diffusion. Hence, \( \alpha \) controls the rate at which higher-order powers of \( A \) vanish. Since each node has its own parameter \( \alpha \) that is learned, our model is able to control the diffusion, i.e. the weight of higher-order powers, for each node independently.

4. Entangling channels during graph propagation: The ODE with weights (Eq. (11)) allows the model to entangle the information from different channels over time. In addition, we are able to explain how the eigenvalues of the weight matrix affect the learned representation (Eq. (14)).

5. Insight into the role of the restart distribution \( H_0 \):

In both of our ODEs, Eq. (7) and (13), the derivative depends on \( E \), which equals to the initial value \( H(0) \). To intuitively understand the effect of the initial value in our ODEs, consider an ODE without \( E \), i.e. \( \dot{H}(t) = (A - I)H(t) \). The analytical solution to the ODE \( \dot{H}(t) = (A - I)H(t) \) is given by \( H(t) = \exp[(A - I)t]H(0) \). Remembering that \( A - I \) is simply a first order approximation of \( \ln(A) \), we can see that the analytical solution we are trying to approximate is \( H(t) = A^tH(0) \). Thus, the end time of the ODE now determines, which power of the \( Adj \) we learn. Indeed in our experiments we show that removing the term \( H(0) \) causes us to become very sensitive to the end time chosen rather than just needing a sufficiently large value (see Fig. [2]).

6. Experiment

In this section, we evaluate the performance of our proposed approach on the semi-supervised node classification task.

6.1. Datasets and Experiment Settings

In our experiment, we use four benchmark datasets for evaluation, including Cora, Citeseer, Pubmed, and NELL. Following existing studies (Yang et al., 2016; Kipf and Welling, 2016; Velickovic et al., 2017), we use the standard data splits from (Yang et al., 2016) for Cora, Citeseer and Pubmed, where 20 nodes of each class are used for training and another 500 labeled nodes are used for validation. For the NELL dataset, as the data split used in (Yang et al., 2016) is not available, we create a new split for experiment. The results are in Table 2. We further run experiments with random splits on the same datasets in Table 3. The statistics of the datasets are summarized in Table 1. Accuracy is used as the evaluation metric.
We do a random hyperparameter search using the ORION framework with 50 retries. The mean accuracy over 10 runs is reported for each dataset in Table 2.

### 6.2. Compared Algorithms

**Discrete GNNs:** For standard graph neural networks which model the discrete dynamic of node representations, we mainly compare with the Graph Convolutional Network (GCN) (Kipf and Welling, 2016) and the Graph Attention Network (GAT) (Veličković et al., 2017), which are the most representative methods.

**Continuous GNNs:** There is also a recent concurrent work (Zhuang et al., 2020) which learns node representations through modelling the continuous dynamics of node representations, where the ODE is parameterised by a graph neural network. We also compare with this method (GODE).

**CGNN:** For our proposed Continuous Graph Neural Network (CGNN), we consider a few variants. Specifically, CGNN leverages the ODE in Eq. (7) to define the continuous dynamic of node representations, where different feature channels are independent. **CGNN with weight** uses the ODE in Eq. (13), which allows different feature channels to interact with each other. We also compare with **CGNN discrete**, which uses the discrete propagation process defined in Eq. (4) for node representation learning (with \( n = 50 \)).

### 6.3. Parameter Settings

We do a random hyperparameter search using the ORION framework with 50 retries. The mean accuracy over 10 runs is reported for each dataset in Table 2.

### 6.4. Results

1. **Comparison with existing methods.** The main results of different compared algorithms are summarized in Table 2. Compared with standard discrete graph neural networks, such as GCN and GAT, our approach achieves significantly better results in most cases. The reason is that our approach can better capture the long-term dependency of different nodes. Besides, our approach also outperforms the concurrent work GODE on Cora and Pubmed. This is because our ODEs are designed based on our prior knowledge about information propagation in graphs, whereas GODE parameterizes the ODE by straightforwardly using an existing graph neural network (e.g. GCN or GAT), which may not effectively learn to propagate information in graphs. Overall, our approach achieves comparable results to state-of-the-art graph neural networks on node classification.

2. **Comparison of CGNN and its variants.** The ODEs in CGNN are inspired by the discrete propagation process in Eq. (4), which can be directly used for modelling the dynamic on node representations. Compared with this variant (CGNN discrete), CGNN achieves much better results on all the datasets, showing that modelling the dynamic on nodes continuously is more effective for node representation learning. Furthermore, comparing the ODEs with or without modelling the interactions of feature channels (CGNN with weight and CGNN respectively), we see that their results are close. A possible reason is that the datasets used in experiments are quite easy, and thus modelling the interactions of feature channels (CGNN with weight) does...
Figure 2: Performance w.r.t. #layers or ending time. Note that the red line also has error bars, but they are very small. CGNN with weight could be more effective on more challenging graphs, and we leave it as future work to verify this.

3. Performance with respect to time steps. One major advantage of CGNN over existing methods is that it is robust to the over-smoothing problem. Next, we systematically justify this point by presenting the performance of different methods under different numbers of layers (e.g. GCN and GAT) or the ending time $t$ (e.g. CGNN and its variants).

The results on Cora and Pubmed are presented in Fig. 2. For GCN and GAT, the optimal results are achieved when the number of layers is 2 or 3. If we stack more layers, the results drop significantly due to the over-smoothing problem. Therefore, GCN and GAT are only able to leverage information within 3 steps for each node to learn the representation. In contrast to them, the performance of CGNN is more stable and the optimal results are achieved when $t > 10$, which shows that CGNN is robust to over-smoothing and can effectively model long-term dependencies of nodes. To demonstrate this we use the ODE $H'(t) = (A - I)H(t)$ with $H(0) = E$, which gets much worse results (CGNN w/o $H(0)$), showing the importance of the initial value for modelling the continuous dynamic. Finally, CGNN also outperforms the variant which directly models the discrete dynamic in Eq. (4) (CGNN discrete), which demonstrates the advantage of our continuous approach.

4. Memory Efficiency. Finally, we compare the memory efficiency of different methods on Cora and Pubmed in Fig. 3. For all the methods modelling the discrete dynamic, i.e. GCN, GAT, and CGNN discrete, the memory cost is linear to the number of discrete propagation layers. In contrast, through using the adjoint method (Pontryagin 2018) for optimization, CGNN has a constant memory cost and the cost is quite small, which is hence able to model long-term node dependency on large graphs.

7. Conclusion

In this paper, we build the connection between recent graph neural networks and traditional dynamic systems. Based on the connection, we further propose continuous graph neural networks (CGNNs), which generalise existing discrete graph neural networks to continuous cases through defining the evolution of node representations with ODEs. Our ODEs are motivated by existing diffusion-based methods on
Continuous Graph Neural Networks

graphs, where two different ways are considered, including different feature channels change independently or interact with each other. Extensive theoretical and empirical analysis prove the effectiveness of CGNN over many existing methods. Our current approach assumes that connected nodes are similar (‘homophily’ assumption), we leave it for future work to be able to learn more complex non-linear relationships such as can be found in molecules (Gilmer et al., 2017) or knowledge graphs (Sun et al., 2019).
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