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Abstract

We develop a functional encoder-decoder approach to supervised meta-learning, where labeled data is encoded into an infinite-dimensional functional representation rather than a finite-dimensional one. Furthermore, rather than directly producing the representation, we learn a neural update rule resembling functional gradient descent which iteratively improves the representation. The final representation is used to condition the decoder to make predictions on unlabeled data. Our approach is the first to demonstrate the success of encoder-decoder style meta-learning methods like conditional neural processes on large-scale few-shot classification benchmarks such as miniImageNet and tieredImageNet, where it achieves state-of-the-art performance.

1. Introduction

The goal of meta-learning is to be able to generalise to new tasks from the same task distribution as the training tasks. In supervised meta-learning, a task can be described as making predictions on a set of unlabelled data points (target) by effectively learning from a set of data points with labels (context). Various ideas have been proposed to tackle supervised meta-learning from different perspectives (Andrychowicz et al., 2016; Ravi & Larochelle, 2016; Finn et al., 2017; Koch, 2015; Snell et al., 2017; Vinyals et al., 2016; Santoro et al., 2016; Rusu et al., 2019). In this work, we are particularly interested in a family of meta-learning models that use an encoder-decoder pipeline, such as Neural Processes (Garnelo et al., 2018a,b). The encoder is a permutation-invariant function on the context that summarises the context into a task representation, while the decoder produces a predictive model for the targets, conditioned on the task representation.

The objective of meta-learning is then to learn the encoder and the decoder such that the produced predictive model generalises well to the targets of new tasks.

Previous works in this category such as the Conditional Neural Process (CNP) and the Neural Process (NP) (Garnelo et al., 2018a,b) use sum-pooling operations to produce finite-dimensional, vectorial, task representations. In this work, we investigate the idea of summarising tasks with infinite-dimensional functional representations. Although there is a theoretical guarantee that sum-pooling of instance-wise representations can express any set function (universality) (Zaheer et al., 2017; Bloem-Reddy & Teh, 2020), in practice CNP and NP tend to underfit the context (Kim et al., 2019). This observation is in line with the theoretical finding that for universality, the dimension of the task representation should be at least as large as the cardinality of the context set, if the encoder is a smooth function (Wagstaff et al., 2019). We develop a method that explicitly uses functional representations. Here the effective dimensionality of the task representation grows with the number of context points, which addresses the aforementioned issues of fixed-dimensional representations.

Moreover, in practice it is difficult to model interactions between data points with sum-pooling after instance-wise transformations, and inserting modules such as relation networks (Sung et al., 2018; Rusu et al., 2019) or set transformers (Lee et al., 2019a) before sum-pooling can only model within-context interactions but not context-target interactions. The construction of our functional representation involves measuring similarities between all data points, which naturally contains information regarding interactions between elements in either the context or the target.

Furthermore, rather than producing the functional representation in a single pass, we develop an approach that learns iterative updates to encode the context into the task representation. In general, learning via iterative updates is often easier than directly learning the final representation, because of the error-correcting opportunity at each iteration. For example, an iterative parameterisation of the encoder in Variational Autoencoders (VAEs) has been demonstrated to be effective in reducing the amortisation gap (Marino et al., 2018), while in meta-learning, both learning to learn methods (Andrychowicz et al., 2016; Ravi & Larochelle, 2016; Santoro et al., 2016; Rusu et al., 2019)
Figure 1. To illustrate the iterative procedure in MetaFun, we consider a simplified case where the functional representation of the task is the predictor itself. (A) This figure depicts a 1D regression task. (B) Local updates are computed by evaluating the functional representation (the current predictor) on the context inputs, and comparing it to corresponding context outputs. Here we simply measure differences between the evaluations (predictions) and the outputs. (C) We use functional pooling to aggregate local updates into a global functional update, which generalises the local updates to the whole input domain. (D) The functional update is applied to the current functional representation with a learning rate $\alpha$.
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2016) and Model Agnostic Meta Learning (MAML) (Finn et al., 2017) use iterative updating procedures to adapt to new tasks, although these update rules operate in parameter space rather than function space. Therefore, it is reasonable to conjecture that iterative structures are favourable inductive biases for the task encoding process.

In summary, the primary contribution of this work is a meta-learning approach that learns to summarise a task using a functional representation constructed via iterative updates. We apply our approach to solve meta-learning problems on where $x$ (Ren et al., 2018), which has never been demonstrated with
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\[ y_j = f(x_j; \phi) \]

\[ f_j = \phi \left( \{ (x_i, y_i) \}_{i \in C} ; \phi \right) \]

\[ f^* = \arg \min_{\phi} \mathbb{E}_{T \sim p(T)} \frac{1}{|T|} \sum_{j \in T} \ell(f(x_j), y_j) \]  

where both $\{ (x_i, y_i) \}_{i \in C}$, $\{ (x_j', y_j') \}_{j \in T}$ come from task $T$.

2.1. Learning Functional Task Representation

Like previous works such as CNP and NP, we construct the learning model using an encoder-decoder pipeline, where the encoder $\Phi_{\phi}(\{ (x_j, y_j) \}_{j \in C} ; \phi)$ is a permutation-invariant function of the context producing a task representation. In past works, pooling operations are usually used to enforce permutation-invariance. CNP and NP use sum-pooling: $r = \sum_{i \in C} r_i$, where $r_i = h(x_i, y_i; \phi_e)$ is a representation for context pair $x_i, y_i$, and $r$ is a fixed-dimensional task representation. Instead, we introduce functional-pooling operations, which also enforce permutation-invariance but output a function that can loosely be interpreted as an infinite-dimensional representation.

Definition 2.1 (Functional pooling). Let $k(\cdot, \cdot)$ be a real-valued similarity measure, and $\{ (x_i, r_i) \}_{i \in C}$ be a set of key-value pairs with $x_i \in X$, $r_i \in R$. Functional pooling is a mapping $\text{FUNPOOLING} : (X \times R)^{|C|} \rightarrow H$ defined as

\[ r(\cdot) = \text{FUNPOOLING}(\{ (x_i, r_i) \}_{i \in C}) = \sum_{i \in C} k(\cdot, x_i) r_i, \]

where the output is a function $r : X' \rightarrow R$ and $H$ is a space of such functions.

In practice, we only need to evaluate this function on a finite query set $\{ (x_j', y_j') \}_{j \in Q}$ (consisting of both contexts and targets; see below). That is, we only need to compute

\[ R = [r(x_1'), \ldots, r(x_Q')]^T \]

which can be easily implemented using matrix operations. We consider two types of FUNPOOLING here, though others are possible. The kernel-based FUNPOOLING reads as

\[ R = \text{KFP} (Q, K, V) = k_{\text{rbf}}(Q, KV), \]

where $k_{\text{rbf}}$ is the RBF kernel, $Q = [a(x_1), \ldots, a(x_Q)]^T$ is a matrix whose rows are queries, $a(\cdot)$ is a transformation mapping inputs into features, $K = [a(x_1), \ldots, a(x_C)]^T$ a matrix whose rows are keys, and $V = [r_1, \ldots, r_C]^T$ a matrix whose rows are values (using terminology from the attention literature). Parameterising input transformation $a$ with a deep neural network can be seen as using deep kernels.
\[(\text{Wilson et al., 2016})\text{ as the similarity measure. The second type of FUNPOOLING is given by dot-product attention,}\]

\[ R = \text{DFP} (Q, K, V) := \text{softmax}(QK^T / \sqrt{d_k})V, \quad (4) \]

where \(d_k\) is the dimension of the query/key vectors.

Our second core idea is that rather than producing the task representation in a single pass (like previous encoder-decoder meta-learning approaches), we start from an initial representation \(r^{(0)}(\cdot)\), and iteratively produce improved representations \(r^{(1)}(\cdot), \ldots, r^{(T)}(\cdot)\). At each step, a parameterised local update rule \(u\) compares \(r^{(t)}(\cdot)\) to the context input/output pairs, producing local update values \(u_i = u(x_i, y_i, r^{(t)}(x_i))\) for each \(i \in C\). These can then be aggregated into a global update to the task representation using functional pooling,

\[
\begin{align*}
    u_i &= u(x_i, y_i, r^{(t)}(x_i)), \\
    \Delta r^{(t)}(\cdot) &= \text{FUNPOOLING}([\{x_i, u_i\}_i \in C]), \\
    r^{(t+1)}(\cdot) &= r^{(t)}(\cdot) - \alpha \Delta r^{(t)}(\cdot), \quad (5)
\end{align*}
\]

where \(\alpha\) is the step size. Once the local update function \(u\) and the functional pooling operations are parameterised by neural networks, Equation (5) defines a neural update rule operating directly in function space. The functional update \(\Delta r^{(t)}(\cdot)\) depends on the current representation \(r^{(t)}(\cdot)\) and the context \(\{(x_i, y_i)\}_i \in C\). Figure 1 illustrates our iterative procedure in a simplified setting.

The final task representation can then be decoded into a predictor \(f(\cdot) = \Phi_d(r^{(T)}(\cdot), \phi_d)\). The specific parametric forms of the decoder take different forms for regression and classification, and are described in Section 2.2. The decoder requires the evaluation of functional representation \(r^{(T)}(x)\) at \(x\) only for predicting \(f(x)\). Therefore, it is unnecessary to compute the functional representations \(r(\cdot)\) (including their functional updates) on all input points. Instead, we compute them only on the context \(\{x_i\}_i \in C\) and target inputs \(\{x'_j\}_j \in T\). We use \(r^{(t)} = [r^{(t)}(x_1), \ldots, r^{(t)}(x_{|C|}), r^{(t)}(x_1'), \ldots, r^{(t)}(x_{|T|}')]^T\) to denote a matrix where each row is \(r^{(t)}(x)\) evaluated on either context or target inputs, and let \(Q = [a(x_1) \ldots a(x_{|C|}), a(x'_1) \ldots a(x'_{|T|})]^T\). Equation (5) can be implemented using matrix computations as follows,

\[
\begin{align*}
    u_i^{(t)} &= u(x_i, y_i, r_i^{(t)}), \\
    U^{(t)} &= [u_1^{(t)}, \ldots, u_{|C|}^{(t)}]^T, \\
    \Delta r^{(t)} &= \text{KFP or DFP} \left(Q, K, U^{(t)}\right), \\
    r^{(t+1)} &= r^{(t)} - \alpha \Delta r^{(t)} \quad (9)
\end{align*}
\]

where \(r_i^{(t)}\) denotes the \(i\)-th row of \(r^{(t)}\).

To obtain a prediction \(f_j\) for the the target \((x'_j, y'_j)\), we decode the final representation \(f_j = \Phi_d(r_{C+j}^{(T)}; \phi_d)\). The whole procedure can be learnt jointly by optimising the
following loss:
\[
L(u, a, \phi_d) = \frac{1}{|T|} \sum_{j \in T} \ell(f_j, y_j'),
\]
where \(f_j\) depends on \(u, a, \phi_d\).

Assuming the width and depth of all our neural network components are bounded by \(W\) and \(D\), respectively, and the output dimension of \(u\) is also less than \(W\), the time complexity of our approach is \(O(W|C|(|C| + |T|)) + W^2D(|C|T + |T|)\), and the space complexity is \(O((|C| + WT)(|C| + |T|) + W^2D)\). For few-shot problems, \(|C|\) and \(|T|\) are typically small, and \(T \leq 6\) in all our experiments.

2.2. MetaFun for Regression and Classification

While the proposed framework can be applied to any supervised learning task, the specific parameterisation of learnable components can affect the model performance. In this section, we specify the parametric forms of our model that work well on regression and classification tasks.

Regression For regression tasks, we parameterise the local update function \(u(\cdot)\) using a multi-layer perceptron as \(u([x_i, y_i, r(x_i)]) = \text{MLP}([x_i, y_i, r(x_i)], i \in C,\) where \([\cdot]\) is concatenation. We also use an MLP to parameterise the input transformation \(a(\cdot)\) in the functional pooling. The decoder in this case is given by \(w = \text{MLP}(r(x)), another MLP\) that outputs \(w\), which then parameterises the predictive model \(f = \text{MLP}(x; w)\).

Note that our model can easily be modified to incorporate Gaussian uncertainty by adding an extra output vector for the predictive standard deviation: \(P(y|x) = \mathcal{N}(\mu_w(x), \sigma_w(x), w = \text{MLP}(r(x)))\). For further architecture details, see Appendix.

Classification For \(K\)-way classification, we divide the latent functional representation \(r(x)\) into \(K\) parts \(k(x), \ldots, r^K(x)\), where \(r^K(x)\) corresponds to the class \(K\). Consequently, the local update function \(u(\cdot)\) also has \(K\) parts, that is, \(u([x_i, y_i, r(x_i)]) = [u^1(\cdot), \ldots, u^K(\cdot)]\). In this case, \(y_i = [y_i^1, \ldots, y_i^K]\) is the class label expressed as a one-hot vector; the \(u^K\) is defined as follows,
\[
\begin{align*}
\sum_{k=1}^{K} m(r(x_i)) & \text{ summarises representations of all classes, and } m, u_+, u_- \text{ are parameterised by separate MLPs. With this formulation, we update the class representations using either } u_+ \text{ (when the label matches } k) \text{ or } u_- \text{ (when the label is different to } k), \text{ so that labels are not concatenated to the inputs, but directly used to activate different model components, which is crucial for performance. Furthermore, interactions between data points for classification problems include both within-class and between-class interactions. Our approach is able to integrate two types of interactions by having separate class functional representations and computing local updates for each class differently based on class membership of each data point. In fact, this formulation resembles the structure of the local update rule in functional gradient descent for classification tasks, which is a special case of our approach (see Section 3). Same as in regression tasks, the input transformation \(a(\cdot)\) in the functional pooling is still an MLP. The parametric form of the decoder is the same as in Latent Embedding Optimisation (LEO) (Rusu et al., 2019). The class representation \(r^K(x)\) generates weights \(w^K \sim \mathcal{N}(\mu(r^K(x)), \sigma(r^K(x)))\) where \(\mu\) and \(\sigma\) are MLPs or just linear functions, and the final prediction is given by
\[
P(y = k|x) = \text{softmax}(x^Tw_k),
\]
where \(w = [w^1, \ldots, w^K]k = 1, \ldots, K\). Hyperparameters of all components are described in Appendix.

3. Related Work

Functional Gradient Descent Functional gradient descent (Mason et al., 1999; Y. Guo & Williamson, 2001) is an optimisation algorithm used to minimise the objective function by moving in the direction of the negative gradient in function space. To ensure smoothness, we may work with functions in a Reproducing kernel Hilbert space (RKHS) (Aronszajn, 1950; Berliet & Thomas-Agnan, 2011) defined by a kernel \(k(x, x')\). Given a function \(f\) in the RKHS, we are interested in minimising the supervised loss
\[
L(f) = \sum_{i \in C} \ell(f(x_i), y_i) \text{ with respect to } f.
\]
We can do so by computing the functional derivative and use it to iteratively update \(f\) (see Appendix for more details),
\[
f^{(t+1)}(x) = f^{(t)}(x) - \alpha \sum_{i \in C} k(x, x_i)\nabla \ell(f^{(t)}(x_i), y_i) \tag{13}
\]
with step size \(\alpha\), and \(\nabla \ell(f^{(t)}(x_i), y_i)\) denotes gradient w.r.t. predictions in the loss function \(\ell\).

The update rule in Equation (5) becomes that of functional gradient descent in Equation (13) when

(i) A trivial decoder \(f(x) = \Phi_d(r(x); \phi_d) = r(x)\) is used, so the functional representation \(r(x)\) is the same as the predictive model \(f(x)\).

(ii) Kernel functional pooling KFP is used and the kernel function is fixed.
(iii) Using gradient-based local update function
\[ u(x, y, f(x)) = \nabla f(x, y). \]

Furthermore, for a K-way classification problem, we predict
K-dimensional logits \( f(x) = [f^1(x), \ldots, f^K(x)]^\top \), and use cross entropy loss:
\[ \ell(f(x), y) = - \sum_{k=1}^{K} y^k \log \frac{e^{f^k(x)}}{\sum_{k'=1}^{K} e^{f^{k'}(x)}}, \]

where \( y = [y^1, \ldots, y^K]^\top \) is the one-hot label for x.

The gradient-based local update function is now \( \nabla \ell(f(x), y) = [\partial_1 \ell(f(x), y), \ldots, \partial_K \ell(f(x), y)]^\top \) and \( \partial_k \ell(f(x), y) \) is the partial derivative w.r.t. each predictive logit:
\[ \partial_k \ell(f(x), y) = \frac{e^{f^k(x)}}{\sum_{k'=1}^{K} e^{f^{k'}(x)}} - y^k. \]

Here \( \partial_k \ell(f(x), y) \) is analogous to \( \partial_k^k(\cdot) \) in Equation (11), which is the local update function for class k.

If \( m, u_+, u_- \) in Equation (11) are specified rather than being learned:
\[ m(f^k(x)) = e^{f^k(x)} \]
\[ u_+(m(f^k(x)), m) = \frac{m(f^k(x))}{m} - 1 \]
\[ u_-(m(f^k(x)), m) = \frac{m(f^k(x))}{m} \]
\[ m = \sum_{k=1}^{K} m(f^k(x)) \] (16)

Equation (15) can be rewritten as:
\[ \partial_k \ell(f(x), y) = y^k u_+(m(f^k(x)), m) + (1 - y^k) u_-(m(f^k(x)), m) \] (17)

which has a similar form as Equation (11).

Therefore, our approach can be seen as an extension of functional gradient descent, with an additional learning capacity due learnable neural modules which afford more flexibility. From this perspective, our approach tackles supervised meta-learning problems by learning an optimiser in function space.

**Supervised Meta-Learning** Various ideas have been proposed to solve the problem of supervised meta-learning. Andrychowicz et al. (2016); Ravi & Larochelle (2016) learn the neural optimisers from previous tasks which can be used to optimise models for new tasks. However, these learned optimisers operate in parameter space rather than function space as we do. MAML (Finn et al., 2017) learns the initialisation from which models are further adapted for a new task by a few gradient descent steps. Koch (2015); Snell et al. (2017); Vinyals et al. (2016) explore the idea of learning a metric space from previous tasks in which data points are compared to each other to make predictions at test time. Santoro et al. (2016) demonstrate that Memory-Augmented Neural Networks (MANN) can rapidly integrate the data for a new task into memory, and utilise this stored information to make predictions.

Our approach, in line with previous works such as CNP and NP, adopt an encoder-decoder pipeline to tackle supervised meta-learning. The encoder in CNP corresponds to a summation of instance-level representations produced by a shared instance encoder. NPs, on the other hand, use a probabilistic encoder with the same parametric form as CNP, but producing a distribution of stochastic representation. The Attentive Neural Process (ANP) (Kim et al., 2019) adds a deterministic path in addition to the stochastic path in NP. The deterministic path produces a target-specific representation, which can be interpreted as applying functional pooling (implemented with multihead attention (Vaswani et al., 2017)) to instance-wise representation. However, the representation is directly produced in a single pass rather than iteratively improved as we do, and only regression applications are explored as opposed to few-shot image classification. In fact, for classification tasks, it is crucial for CNP to only apply sum-pooling within each class (Garnelo et al., 2018a), and it is unclear how to follow similar practices in ANP with both within-class and between-class interactions still being modelled. Recently, Gordon et al. (2019) have also extended CNP to use functional representations, but for the purpose of incorporating translation equivariance in the inputs as an inductive bias rather than increasing representational capacity as we do. Their approach uses convnets to impose translation equivariance and does not learn a flexible iterative encoder.

Pooling operations are usually used in encoder-decoder meta-learning to enforce permutation invariance in the encoder. As an example, encoders in both CNP and NP use simple *sum-pooling* operations. More expressive pooling operations have been proposed to model interactions between data points. Murphy et al. (2019) introduces *Janosky pooling* which applies permutation-sensitive functions to all reorderings and averages the outputs, while Lee et al. (2019a) use *pooling by multihead attention* (PMA), which uses a finite query set to attend to the processed key-value pairs. Loosely speaking, attention-based functional pooling can be seen as having the whole input domain \( \mathcal{X} \) as the query set in PMA.

**Gradient-Based Meta-Learning** Interestingly, many gradient-based meta-learning methods such as MAML can
also be cast into an encoder-decoder formulation, because a gradient descent step is a valid permutation-invariant function. For a model \( f(\cdot; \theta) \) parameterised by \( \theta \), one gradient descent step on the context loss has the following form,

\[
\theta_{t+1} = \theta_t - \alpha \sum_{i \in C} \nabla_{\theta} \ell(f(x_i; \theta_t), y_i),
\]

where \( \ell \) is the loss function, \( \alpha \) is the learning rate, and \( \theta_t \) are model parameters after \( t \) gradient steps. This corresponds to a special case of a permutation-invariant function where we take the instance-wise encoder to be \( h_t(x_i, y_i; \theta_t) = \theta_t / |C| - \alpha \nabla_{\theta} \ell(f(x_i; \theta_t), y_i) \) and apply sum-pooling \( \theta_{t+1} = \sum_i h_t(x_i, y_i; \theta_t) \). Moreover, multiple gradient-descent steps also result in a permutation-invariant function, which can be proved by induction. We refer to this as a gradient-based encoder. What follows is that popular meta-learning methods such as MAML can be seen as part of the encoder-decoder formulation. More specifically, in MAML, we learn an initialisation of the model parameters \( \theta_0 \) from training tasks, and adapt to new tasks by running \( T \) gradient steps from the learned initialisation. Therefore, \( \theta_T \) can be seen as the task representation (albeit very high-dimensional) produced by a gradient-based encoder. The success of MAML on a variety of tasks can be partially explained by the high-dimensional representation and the iterative adaptation by gradient descent, supporting our usage of a functional ("infinite-dimensional") representation and iterative updating procedure. Note, however, that the update rule in MAML operates in parameter space rather than function space as in our case.

Under the same formulation, a comparison regarding MAML and MetaFun can be made, which partially explains why MetaFun can be desirable: Firstly, the updates in MAML must lie in its parametric space, while there is no parametric constraint in MetaFun (better illustrated in Figure 3). Secondly, MAML uses gradient-based updates, while MetaFun uses learned local updates (potentially more flexible). Finally, MAML does not explicitly consider interactions between data points, while both within-context and context-target interactions are modelled in the formulation of MetaFun.

4. Experiments

We evaluate our proposed model on both few-shot regression and classification tasks. In all experiments that follow, we partition the data into training, validation and test meta-sets, each containing data from disjoint tasks. For quantitative results, we train each model with 5 different random seeds and report the mean and the standard deviation of the test accuracy. For further details on hyperparameter tuning, see the Appendix. All experiments are performed using TensorFlow (Abadi et al., 2015), and the code is available online.\(^2\)

4.1. 1-D Function Regression

We first explore a 1D sinusoid regression task where we visualise the updating procedure in function space, providing intuition for the learned functional updates. Then we incorporate Gaussian uncertainty into the model, and compare our predictive uncertainty against that of a GP which generates the data.

<table>
<thead>
<tr>
<th>Model</th>
<th>5-shot MSE</th>
<th>10-shot MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original MAML</td>
<td>0.390 ± 0.156</td>
<td>0.114 ± 0.010</td>
</tr>
<tr>
<td>Large MAML</td>
<td>0.208 ± 0.009</td>
<td>0.061 ± 0.004</td>
</tr>
<tr>
<td>Very Wide MAML</td>
<td>0.205 ± 0.013</td>
<td>0.059 ± 0.010</td>
</tr>
<tr>
<td>MetaFun</td>
<td>0.040 ± 0.008</td>
<td>0.017 ± 0.005</td>
</tr>
</tbody>
</table>

Visualisation of functional updates We train a \( T \)-step MetaFun with dot-product functional pooling, on a simple sinusoid regression task from Finn et al. (2017), where each task uses data points of a sine wave. The amplitude \( A \) and phase \( b \) of the sinusoid varies across tasks and are randomly sampled during training and test time, with \( A \in \mathcal{U}(0.1,5.0) \) and \( b \in \mathcal{U}(0, \pi) \). The \( x \)-coordinates are uniformly sampled from \( \mathcal{U}(-5.0,5.0) \). Figure 3 shows that our proposed algorithm learns a smooth transition from the initial state to the final prediction at \( t = T = 5 \). Note that although only 5 context points on a single phase of the sinusoid are given at test time, the final iteration makes predictions close to the ground truth across the whole period. As a comparison, we use MAML as an example of updating in parameter space. The original MAML (40 units \( \times \) 2 hidden layers) can fit the sinusoid quite well after several iterations from the learned initialisation. However the prediction is not as good, particularly on the left side where there are no context points (see Figure 3 B). As we increase the model size to large MAML (256 units \( \times \) 3 hidden layers), updates become much smoother (Figure 3 C) and the predictions are closer to the ground truth. We further conduct experiments with a very wide MAML (1024 units \( \times \) 3 hidden layers), but the performance cannot be further improved (Figure 3 D). In Table 1, we compare the mean squared error averaged across tasks. MetaFun performs much better than all MAMLS, even though less parameters (116011 parameters) are used compared to large MAML (132353 parameters).

\(^2\)Code is available at github.com/jinxu06/metafun-tensorflow
Figure 3. MetaFun is able to learn smooth updates, and recover the ground truth function almost perfectly. While the updates given by MAMLs are relatively not smooth, especially for MAML with less parameters.

Predictive uncertainties As another simple regression example, we demonstrate that MetaFun, like CNP, can produce good predictive uncertainties. We use synthetic data generated using a GP with an RBF kernel and Gaussian observation noise ($\mu = 0, \sigma = 0.1$), and our decoder produces both predictive means and variances. As in Kim et al. (2019), we found that MetaFun-DFP can produce somewhat piece-wise constant mean predictions which is less appealing in this situation. On the other hand, MetaFun-KFP (with deep kernels) performed much better, as can be seen in Figure 4. We consider the cases of 5 or 15 context points, and compare our predictions to those for the oracle GP. In both cases, our model gave very good predictions.

4.2. Classification: miniImageNet and tieredImageNet

The miniImageNet dataset (Vinyals et al., 2016) consists of 100 classes selected randomly from the ILSVRC-12 dataset (Russakovsky et al., 2015), and each class contains 600 randomly sampled images. We follow the split in Ravi & Larochelle (2016), where the dataset is divided into training (64 classes), validation (16 classes), and test (20 classes) meta-sets. The tieredImageNet dataset (Ren et al., 2018) contains a larger subset of the ILSVRC-12 dataset. These classes are further grouped into 34 higher-level nodes. These nodes are then divided into training (20 nodes), validation (6 nodes), and test (8 nodes) meta-sets. This dataset is considered more challenging because the split is near the root of the ImageNet hierarchy (Ren et al., 2018). For both datasets, we use the pre-trained features provided by Rusu et al. (2019).

Following the commonly used experimental setting, each few-shot classification task consists of 5 randomly sampled classes from a meta-set. Within each class, we have either 1 example (1-shot) or 5 examples (5-shot) as context, and 15 examples as target. For all experiments, hyperparameters are chosen by training on the training meta-set, and comparing target accuracy on the validation meta-set. We conduct randomised hyperparameters search (Bergstra & Bengio, 2012), and the search space is given in Appendix. Then with the model configured by the chosen hyperparameters, we train on the union of the training and validation meta-sets, and report final target accuracy on the test meta-set.

In Table 2 we compare our approach to other meta-learning methods. The numbers presented are the mean and standard deviation of 5 independent runs. The table demonstrates that our model outperforms previous state-of-the-art on 1-shot and 5-shot classification tasks for the more challenging tieredImageNet. As for miniImageNet, we note that previous work, such as MetaOptNet-SVM (Lee et al., 2019b), used significant data augmentation to regularise their model and hence achieved superior results. For a fair comparison, we also equipped each model with data augmentation and reported accuracy with/without data augmentation. However, MetaOptNet-SVM (Lee et al., 2019b) uses a different data augmentation scheme involving horizontal flip, random crop, and color (brightness, contrast, and saturation) jitter. On the other hand, MetaFun, Qiao et al. (2018) and LEO (Rusu et al., 2019), only use image features averaging representation of different crops and their horizontal mirrored versions. In 1-shot cases, MetaFun matches previous state-of-the-art performance, while in 5-shot cases, we get significantly better results. In Table 2, results for both MetaFun-DFP (using dot-product attention) and MetaFun-KFP (using deep kernels) are reported. Although both of
As stated in Section 2.2, our model has three learnable components: the local update function, the functional pooling, and the decoder. In this section we explore the effects of using different versions of these components. We also investigate how the model performance would change with different numbers of iterations.

### 4.3. Ablation Study

As stated in Section 2.2, our model has three learnable components: the local update function, the functional pooling, and the decoder. In this section we explore the effects of using different versions of these components. We also investigate how the model performance would change with different numbers of iterations.

Table 3 demonstrates that neural network parameterised local update functions, described in Section 2.1, consistently outperforms gradient-based local update function, despite the latter having build-in inductive biases. Interestingly, the choice between dot-product attention and deep kernel in functional pooling is problem dependent. We found that MetaFun with deep kernels usually perform better than MetaFun with dot product attention on 5-shot classification tasks, but worse on 1-shot tasks. We conjecture that the deep kernel is better able to fuse the information across the 5 images per class compared to attention. In the comparative experiments in Section 4.2 we reported results on both.

In addition, we investigate how a simple Squared Exponential (SE) kernel would perform on these few-shot classification tasks. This corresponds to using an identity input transformation function $\alpha$ in deep kernels. Table 3 shows that using SE kernel is consistently worse than using deep kernels, showing that the heavily parameterised deep kernel is necessary for these problems.
Next, we looked into directly applying functional gradient descent with parameterised deep kernel to these tasks. This corresponds to removing the decoder and using deep kernels and gradient-based local update function (see Section 3). Unsurprisingly, this did not fare as well, given as it only has one trainable component (the deep kernel) and the updates are directly applied to the predictions rather than a latent functional representation.

Finally, Figure 5 illustrates the effects of using different numbers of iterations \( T = 1, \ldots, 6 \), over different few-shot learning problems. For each problem, we use the same configuration of hyperparameters except for the number of iterations and the choice between attention and deep kernels. Error bars (standard deviations) are given by training the same model 5 times with different random seeds.

Figure 5. This figure illustrates the accuracy of our approach for varying number of iterations \( T = 1, \ldots, 6 \), over different few-shot learning problems. For each problem, we use the same configuration of hyperparameters except for the number of iterations and the choice between attention and deep kernels. Error bars (standard deviations) are given by training the same model 5 times with different random seeds.

5. Conclusions and Future Work

In this paper, we propose a novel functional approach for meta-learning called MetaFun. The proposed approach learns to generate a functional task representation and an associated functional update rule, which allows to iteratively update the task representation directly in the function space. We evaluate MetaFun on both few-shot regression and classification tasks, and demonstrate that it matches or exceeds previous state-of-the-art results on miniImageNet and tieredImageNet few-shot classification tasks.

Interesting future research directions include a) exploring a stochastic encoder and hence working with stochastic functional representations, akin to the Neural Process (NP), and b) using local update functions and the functional pooling components whose parameters change with iterations instead of sharing them across iterations, where the added flexibility could lead to further performance gains.
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