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Abstract
We extend structured prediction to deliberative outcomes. Specifically, we learn parameterized games that can map any inputs to equilibria as the outcomes. Standard structured prediction models rely heavily on global scoring functions and are therefore unable to model individual player preferences or how they respond to others asymmetrically. Our games take as input, e.g., UN resolution to be voted on, and map such contexts to initial strategies, player utilities, and interactions. Players are then thought to repeatedly update their strategies in response to weighted aggregates of other players’ choices towards maximizing their individual utilities. The output from the game is a sample from the resulting (near) equilibrium mixed strategy profile. We characterize conditions under which players’ strategies converge to an equilibrium in such games and when the game parameters can be provably recovered from observations. Empirically, we demonstrate on two real voting datasets that our games can recover interpretable strategic interactions, and predict strategies for players in new settings.

1. Introduction
Structured prediction methods (Lafferty et al., 2001; Taskar et al., 2003; Tschantaridis et al., 2005; Nowozin and Lampert, 2011) typically operate on parametric scoring functions whose maximizing assignment is used as the predicted configuration. Since the parameters can be learned directly to maximize prediction accuracy, often via surrogate losses, the methods have been successful across areas (Chen et al., 2015; Globerson et al., 2015; London et al., 2016; Cortes et al., 2016; Osokin et al., 2017; Pan and Srikumar, 2018). Not all structured observations can be naturally modeled as extrema of scoring functions. For instance, votes cast in response to a bill in the US Congress likely involve rounds of negotiations prior to casting the final votes. As a result, the votes reflect individual utilities of representatives as well as their interactions with subsets of others. Absent some unifying scoring function, contentious votes are more naturally modeled in game theoretic terms as an equilibrium rather than a maximizing assignment (Waugh et al., 2011; Garg and Jaakkola, 2017). For example, one could consider the voting outcome directly as a pure strategy Nash equilibrium (PSNE) of some fixed underlying graphical game (Irfan and Ortiz, 2014; Honorio and Ortiz, 2015; Garg and Jaakkola, 2016, 2017). The observed votes would be in this case directly actions in the game, and complete observations help estimation. However, most games do not permit pure strategy equilibria (Tardos and Vazirani, 2007). The voting outcome is therefore best viewed as a sample from a product distribution that represents a mixed strategy equilibrium (guaranteed to exist for any game).

Our goal is to use games in a predictive sense. We must therefore explicitly model the game dynamics, i.e., how an equilibrium outcome is reached from the initial conditions. Previous methods for estimating game parameters from data often sidestep the issue of game dynamics. It is therefore not possible in such approaches to directly output an equilibrium as the predicted outcome. For games to be useful in structured prediction, the game parameters as well as the initial strategies for the players, prior to deliberation, must be also conditioned on a common context such as a bill to be voted on.

Strategic prediction. In this paper, we turn games into structured prediction methods and call such approaches strategic prediction methods. At a high level, our model takes the available context such as the written bill – the input – and maps it to a mixed strategy equilibrium – the output. The input-output mapping is obtained via a deliberative process akin to multiple rounds of negotiations between the countries. The observed actions by players, e.g., how countries voted on the bill, are then viewed as samples from this mixed strategy equilibrium. We model the impact of context by parametrically mapping it to each player as player types. These types are simply learned vectors quantifying what each player derives from the context so as to guide their behavior in the game. The types also specify the utility func-
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Our games can be viewed as conditional versions of directed graphical games (Kearns et al. 2001; Kearns and Mansour 2002), restricted to a rich subclass of aggregative games that subsumes Cournot oligopoly, mean field, public goods, and population games (Garg and Jaakkola 2017). These games shield each player from specific information about any neighbor since players respond to aggregate (weighted sum) of their neighbors’ strategies.

Modeling game dynamics. A key novelty of our approach is to explicitly incorporate game dynamics. In our implementation, we follow a k-step best response dynamics, seeded with predicted initial strategies. As we operate on continuous strategies and our best response updates are differentiable, we can back-propagate through the k-step strategy updates, and thus learn parameters efficiently, unlike, e.g. (Garg and Jaakkola 2016 2017). Since game dynamics plays a critical role in predictive use of games, we also introduce and provide a deeper analysis of more general dynamics and types of aggregation strategies. Our work yields exact conditions under which strategies converge to different types of equilibrium.

Identifiability. We provide identifiability guarantees for the game parameters. For the analysis, we adopt a simpler one-shot setting, where the observed outcome is sampled from player strategies after just one round of communication instead of following k-steps. We characterize conditions under which one-shot interaction weights are identifiable in the sense that we can recover the neighbors of any player as well as the correct sign (positive or negative) of their interaction. Prior guarantees exist for the recovery of equilibria, not game parameters, showing conditions for the recovery of a set of pure strategy equilibria under various noise assumptions (Ghoshal and Honorio 2017).

The rest of this paper is structured as follows. The basic setup is introduced in section 2. We describe parameter estimation in section 3 and extension to new players in section 4. Identifiability is discussed in section 5 and convergence of dynamics in section 6. We present detailed experiments on two real datasets to illustrate the benefits of our approach in section 7. We defer the details of our proofs to the Supplementary.

2. Basic strategic prediction model

We first introduce our basic strategic prediction model. To this end, we need to define several components of the model. These include (a) the graphical layout of the game, and how players influence each other; (b) the player types and how these are derived from the context; (c) individual utilities for the players; (d) initial strategies for the players before witnessing the play of others; (e) and the game dynamics, i.e., how players respond to others. Later, in the transferable setting, we will no longer individuate players through their identities but instead introduce feature vectors to predict the strategies of new players in new contexts.

Let \( G = (V,E) \) be a connected digraph such that vertex \( i \) identifies player \( i \in [n] \triangleq \{1,2,\ldots,n\} \), \( n = |V| \). Let \( A \) be the finite discrete set of actions, the same for all the players. Each player \( i \) plays a randomized (mixed) strategy, i.e., a distribution over actions \( \sigma_i \in \Delta(A) \), from the simplex

\[
\Delta(A) \triangleq \left\{ \sigma_i \ \bigg|\ \sum_{a_i \in A} \sigma_i(a_i) = 1, \sigma_i(a_i) \geq 0 \ \forall a_i \in A \right\}.
\]

We will denote a joint strategy profile of all the players by \( (\sigma_i, \sigma_{-i}) \) to emphasize the distinction between player \( i \) and the other players.

We model the influence of players on others through a weighted aggregation of the strategies. The weights \( w_{ij} \in \mathbb{R} \) denote the strength of influence of player \( j \) on player \( i \). We will call players \( j \in [n] \setminus \{i\} \) that have \( w_{ij} \neq 0 \) the neighbors of player \( i \). We define a weight matrix \( W \in \mathbb{R}^{n \times n} \) such that \( W(i,j) = w_{ij} \). Player \( i \) communicates with other players only through aggregator \( A_i \) that maps the strategies of other players, i.e., \( \sigma_{-i} \) to the weighted sum \( \sum_{j \neq i} w_{ij} \sigma_j \), the effective influence of others.

The context influences the game through the types. The type of a player is her valuation that quantifies what she derives from the context. The mapping from context to types could be defined in multiple ways. For simplicity, we parameterize the private type \( z_i \) of each player \( i \) via a matrix \( \theta_i \) that maps any context \( x \in \mathcal{X} \subset \mathbb{R}^d \) to vector \( z_i(x) = \theta_i x \). Henceforth, we will keep the dependence on context implicit for simplicity, and write \( z_i(x) \) as \( z_i \) when the context is clear.

We model the utility or payoff of player \( i \in [n] \), of type \( z_i \), under strategy profile \( (\sigma_i, \sigma_{-i}) \) as:

\[
U_i(\sigma_i, \sigma_{-i}, z_i) = \sigma_i^T (A_i(\sigma_{-i}) - z_i) + \tau \mathbb{H}(\sigma_i),
\]

where \( \mathbb{H}(\sigma_i) \) is the entropy associated with \( \sigma_i \) and \( \tau \geq 0 \). The entropy encourages completely mixed strategy choices,
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in the interior of simplex $\Delta(A)$. The type of a player is by
design hidden from the other players. Thus by subtracting
the player type, the payoff function mitigates the (indirect)
role of player’s valuation in guiding the aggregate response
of the others. Our games are flexible to accommodate a
wide variety of other payoff functions.

Our choice of payoff function $\mathbb{I}$ maintains a linear de-
pendence on the strategies of others for two reasons. First,
our games are related to linear influence games that have
been studied previously, e.g., as models of how to vaccinate
against a disease, install antivirus software, or get home
insurance (Irfan and Ortiz, 2014; Honorio and Ortiz, 2015;
Ghoshal and Honorio, 2017). We extend these games by
allowing multi-way actions and types. Second, the linear de-
pendence also helps establish provable recovery guarantees
for the game parameters.

The utilities naturally define the best response of player $i$
when it observes the aggregate input $A_i(\sigma_{-i})$:

$$\beta^0_i(A_i(\sigma_{-i}), z_i) \in \arg \max_{\sigma_{i} \in \Delta(A_i)} U_i(\sigma_{i}, \sigma_{-i}, z_i). \quad (2)$$

We say that $(\sigma^*, \sigma^*, z, \cdot)$ form a mixed strategy Nash
equilibrium MSNE (MSNE) or simply NE iff

$$U_i(\sigma^*, \sigma^*, z, \cdot) \geq U_i(\sigma_{i}, \sigma^*, z, \cdot) \quad \forall i \in [n], \sigma_{i} \in \Delta(A), \quad (3)$$

It is easy to show that our game has at least one MSNE.
For $\tau > 0$, our best response function is continuous, and
maps each strategy profile from product simplex (compact
space) to a unique point in itself. The Nash equilibrium is
therefore guaranteed to exist by Brouwer’s fixed point
theorem. For $\tau = 0$, the mapping may be set-valued, but
the Nash equilibrium is still guaranteed to exist by Nash’s
theorem (Nash, 1951) via Kakutani’s fixed point argument.

We say that MSNE is strict (SNE) when (3) is strict for all
$i \in [n], \sigma_{i} \in \Delta(A) \setminus \{\sigma^*_i\}$, completely mixed (CMNE) when
$\sigma^*_i(\alpha_i) > 0$ for all $i \in [n], \alpha_i \in A$, and pure (PSNE) when
for all $i \in [n]$ there exists an $\alpha_i \in A$ such that $\sigma^*_i(\alpha_i) = 1$.

It remains to specify how an equilibrium is reached, i.e.,
the game dynamics. To begin with, players observe context $x$
and evaluate types $z$. The types, in turn, give rise to
initial strategies $\sigma^0_i = \psi(z_i)$, where $\psi: T_i \rightarrow \Delta(A)$ (e.g.
softmax). The best response dynamics from this point on
depends on the details of the aggregator and whether the
dynamics is defined over strategies or actions directly. We
provide details on general game dynamics for two different
aggregators along with associated convergence guarantees in
section 6. In our empirical analysis, we adopt a k-step
dynamics as described in the following section. Once a
(near) equilibrium is reached, a sample action profile $y \in \mathcal{Y} \subseteq A^n$ is drawn from player strategies.

We emphasize that our setting dispenses with the restric-
tive assumption made by Bayesian games (Harsanyi, 1967)

Kalai (2004) Jiang and Leyton-Brown (2010) that the condi-
tional distribution $P(z_i|z_i)$ is known to player $i$.

3. Parameter estimation

We learn our games from data as structured prediction
methods. Specifically, given a dataset $D = \{(x^{(m)}, y^{(m)})\} \in \mathcal{X} \times \mathcal{Y}$, $m \in [M]$ linking contexts to sampled action pro-
files, our objective is to estimate the type parameters $\theta_i$
and the influences of neighbors $w_i = (w_{ij})_{\neq i}, i \in [n]$.

Each pair $(x^{(m)}, y^{(m)})$ is treated as follows. A linear transfor-
mation $\hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_n)$ maps the context $x^{(m)}$
to the types $\hat{z}(x^{(m)}) = (\hat{z}_{1}^{(m)}, \ldots, \hat{z}_{n}^{(m)})$ that result in initial
strategies $\hat{\sigma}^{\hat{t}}(x^{(m)}) = \zeta(\hat{z}_{i}^{(m)})$ of the players $i \in [n]$, where $\zeta$ is the softmax nonlinearity. The aggregators $\hat{A}_i$
evaluated weighted sums, and are parametrized by weights
$\hat{w}_i = (\hat{w}_{ij})_{\neq i}$. A sequence of $k$ update steps

$$\hat{\sigma}_{i}^{t+1}(x^{(m)}) = \zeta(\nu(\hat{\sigma}_{i}^{t}) + \alpha(\hat{A}_i(\hat{\sigma}_{i}^{t}) - \hat{z}_{i}^{(m)})), \quad (4)$$

$t \in \{0, 1, \ldots, k - 1\}$ is then followed: $\alpha$ and $\nu$ are hyperpara-
meters, and $\nu$ defines the type of update. Several choices of $\nu$
are possible; e.g., $\nu(\hat{\sigma}_{i}^{t}) = 0$ pertains to best response
$\hat{\beta}_{i}^{\hat{t}}/\alpha(\hat{A}_i(\hat{\sigma}_{i}^{t}), \hat{z}_{i}^{(m)})$ defined in (2), the identity mapping $\nu(\hat{\sigma}_{i}^{t}) = \hat{\sigma}_{i}^{t}$ defines a gradient step, and $\nu(\hat{\sigma}_{i}^{t}) = \log \hat{\sigma}_{i}^{t}$
corresponds to a proximal update based on KL-divergence:
we define $\hat{\sigma}_{i}^{t+1}$ as

$$\arg \max_{\sigma_{i}} \sigma_{i}^{T}(\hat{A}_i(\hat{\sigma}_{i}^{t}) - \hat{z}_{i}^{(m)}) + (1/\alpha)\text{KL}(\sigma_{i}||\hat{\sigma}_{i}^{t}).$$

Note that we can use functions other than softmax for our strategy
updates. For instance, we can take a gradient step and
then project on the probability simplex. One attractive
feature of softmax is that it is differentiable and its gradient
can be computed in a closed form, so it can be readily backprop-
agated through in a neural model. On the other hand,
projection on the probability simplex typically requires spe-
cialized optimization algorithms such as (Duchi et al., 2008)
or (Condat, 2016).

Our estimation criterion for the game is to minimize ex-
pected cross-entropy loss $E[\ell(\hat{\sigma}^{k}(x^{(m)}), y^{(m)})$ between the
predicted mixed strategies and the observed profiles, where
the expectation is with respect to the empirical distribution
over pairs $(x^{(m)}, y^{(m)})$, $\ell$ is the cross entropy loss, and
$\hat{\sigma}^{k}(x^{(m)}) = (\hat{\sigma}_{i}^{k}(x^{(m)}))_{i \in [n]}$. We use standard backprop-
anagation to evaluate gradients through the $k$-step strategy
updates efficiently.

Note that since we do not assume that the observed config-
urations $y^{(m)}$ correspond to pure strategy Nash equilibria,
we naturally avoid having to enforce specific consistency
constraints. Instead, we can measure a degree of agreement
that is amenable to more complex parameterizations such as
neural networks. Our estimation procedure also scales better than methods that rely on PSNEs, e.g., (Garg and Jaakkola 2016, 2017). The overall dependence of our approach is linear in number of observed game outcomes and the number of update steps, and quadratic in number of players.

4. Transferable strategic prediction

Here we generalize SAP models to permit different players from one game to another. Unlike in section 2, we can no longer assume a fixed interaction structure across games. Instead, the neighbor influences are determined by context and player feature vectors. Specifically, we construct a feature vector \( b_i \in B \) for each player \( i \in [n] \). Such information is often available, e.g., education and gender of judges; human development indicators of countries, etc. This enables us to predict the behavior of new players in new contexts.

Each game is played with a different subset of players \( I \subseteq [n] \), and is unraveled as follows. A context \( x \in X \) is mapped to latent (more general) player types through a parametric function \( f_x : X \times B \rightarrow Z \), taking each pair \( (x, b_i) \), \( v \in I \) as input, and mapping it to \( z_{x,v} \in Z \). These types define initial strategies as before \( \sigma_{x,v} = \phi(\Gamma z_{x,v}) \), where \( \Gamma \) is a transformation matrix that yields a vector in \( \mathbb{R}^{|A|} \), and \( \phi \) (e.g., softmax) maps the result to a distribution in the simplex \( \Delta(A) \). Unlike before, the (asymmetric) influences between players are now calculated parametrically from the types: \( w_{x,v,v'} = f_w(z_{x,v}, z_{x,v'}) \) using a parametric mapping \( f_w : Z \times Z \rightarrow \mathbb{R} \). Each player \( v \) still responds to other players \( v' \in I \setminus \{v\} \) through its aggregator:

\[
A_{x,v,I}(\sigma_{x,-v}) \triangleq \sum_{v' \in I \setminus \{v\}} w_{x,v,v'} \sigma_{x,v'}. 
\]

We can extend the definition of the payoffs slightly to incorporate the more general types:

\[
U_{v,I}(\sigma_{x,v}, \sigma_{x,-v}, z_{x,v}, v) = \sigma_v^T (A_{x,v,I}(\sigma_{x,-v}) - \Gamma z_{x,v}).
\]

where \( \Gamma \) is an additional parameter matrix to be learned. The game dynamics dictates the course of play in the same fashion as the basic strategic setting. We learn the model, now parameterized by \( f_x, f_w, \) and \( \Gamma \), by minimizing the loss between predicted \( k \)-step strategies and observed action profiles.

5. Identifiability of the games

We now characterize the conditions under which the strategic interactions in our games become identifiable. We focus on the one-shot setting (i.e., \( k = 1 \)) with the gradient update so that the observed outcome is sampled from player strategies after one round of communication. We also use binary actions to simplify the exposition. Specifically, we estimate from data \( D \) the support \( S_i \) or the set of neighbors of \( i \) defined with respect to the unknown influences \( w_{ij}^* \neq 0 \). We also recover the correct sign of these influences.

Our recovery procedure is a novel adaptation of the primal-dual witness method (Wainwright 2009) for structure estimation in games. The method has previously been applied in several non-strategic settings such as Lasso (Wainwright 2009) and Ising models (Ravikumar et al. 2010). In contrast to Lasso and Ising models, our setting poses some new challenges. Unlike these models, the nodes of our games are players that actively communicate with others, and refine their strategies toward maximizing their individual utilities. Moreover, context and dynamics play no part in Ising models. In our setting, each outcome is sampled from a separate joint strategy profile following one step of dynamics initiated under a different context. (Ghoshal and Honorio 2017) employed the witness method to recover the entire set of PSNE from data consisting of a subset of PSNE, and a small fraction of non-equilibrium outcomes assumed to be sampled under their noise models in the setting of linear influence games. However, the problem of structure recovery is significantly harder: it is known (Honorio and Ortiz 2015, Ghoshal and Honorio 2017) that the problem becomes non-identifiable in the setting of PSNE, since multiple game structures may pertain to the same of PSNE. We leverage the dynamics to circumvent these issues, and characterize the conditions when we can provably recover the structure of our games.

Our analysis on recovering the influences makes the simplifying assumption that the type parameters \( \theta \) are known. We denote by \( \phi_j^{(m)} \) the probability assigned by the initial strategy \( \sigma_{x}^{(0)}(x^{(m)}) \) to action 1 for player \( j \) on example \( m \). Let \( \ell_i(w_i; D) \) be the average cross-entropy loss between one-step strategies under candidate weights \( w_{ij} \triangleq \langle w_{ij} \rangle_{j \neq i} \) and the observed actions for player \( i \), and \( \lambda > 0 \) be a regularization parameter. We solve the following problem for each player \( i \in [n] \):

\[
\arg \min_{w_i \in \mathbb{R}^{n-1}} \ell_i(w_i; D) + \lambda \|w_i\|_1, \quad (5)
\]

Let \( H_i^M \) be the sample Hessian \( \nabla^2 \ell_i(w_i; D) \) under \( w_i \), and \( H_i^* \) pertain to true weights \( w_i^* \). Let \( \Lambda_{\min}() \) and \( \Lambda_{\max}() \) denote the minimum and the maximum eigenvalues. The following assumptions serve as our analogues of the conditions for support recovery in Lasso (Wainwright 2009) and Ising models (Ravikumar et al. 2010):

\[
\Lambda_{\min} (H_{i,SS}^M) \geq \alpha^2 C_{\min} \quad (6)
\]

\[
\Lambda_{\max} \left( \frac{1}{M} \sum_{m=1}^{M} \Phi_i^{(m)} (\Phi_i^{(m)})^T \right) \leq C_{\max} \quad (7)
\]

\[
\|H_{i,SS}^M (H_{i,SS}^M)^{-1}\|_1 \leq 1 - \gamma, \quad (8)
\]

where \( \Phi_i^{(m)} \triangleq \left( \phi_j^{(m)} \right)_{j \neq i} \), \( C_{\min} > 0, C_{\max} < \infty \),
\( \gamma \in (0, 1]; ||A||_\infty \) is the maximum over \( L_1 \)-norm of rows in \( A; H_i^{SS} \) is the submatrix obtained by restricting \( H_i^{SS} \) to rows and columns corresponding to neighbors, i.e., players in \( S_i \), and \( H_i^{sSS} \) is restricted to rows pertaining to \( S_i \) and columns to \( S_i^\perp \) (non-neighbors). Let the number of neighbors for any player be at most \( d \leq n - 1 \). We have the following result.

**Theorem 1.** Let \( M > \frac{8d^2C_{\min}}{\gamma^4} \) and \( \lambda_M \geq \frac{8\alpha(2 - \gamma)}{\gamma} \sqrt{\frac{\log(n)}{M}} \). Suppose the sample satisfies assumptions (6), (7), and (8).

Define \( C_{\alpha, \gamma} = \frac{\gamma^2}{32\alpha^2(2 - \gamma)^2} \). Consider any player \( i \in [n] \). The following results hold with probability at least \( 1 - 2\exp(-C_{\alpha, \gamma}\lambda_M^2 M) \to 1 \) for \( i \).

1. The corresponding \( \ell_1 \)-regularized optimization problem has a unique solution, i.e., a unique set of neighbors for \( i \).

2. The set of predicted neighbors of \( i \) is a subset of the true neighbors. Additionally, the predicted set contains all true neighbors \( j \) for which \( |w_{ij}^*| \geq \frac{10}{\alpha^2C_{\min}} \sqrt{d}\lambda_M \).

In particular, the set of true neighbors of \( i \) is exactly recovered if

\[
\min_{j \in S_i} |w_{ij}^*| \geq \frac{10}{\alpha^2C_{\min}} \sqrt{d}\lambda_M .
\]

Note that taking a union bound over players, our results imply that we recover the true signed neighborhood for all players in our game with high probability. Our analysis can possibly be extended to include unknown type parameters \( \theta \) by computing the gradient and the Hessian of loss with respect to \( \theta \), similarly to influences. However, additional assumptions may be needed to establish recovery.

**6. General game dynamics and convergence**

We now give an overview of general game dynamics along with associated convergence guarantees. The aggregator acts as a privacy preserving component, hiding specific neighbor actions or strategies, only offering aggregate statistics. We design dynamics under two different kinds of feedback from the aggregator. In our active aggregator (AA) setting, the players get a prediction about the anticipated aggregate of their neighbors. In contrast, a passive aggregator (PA) only provides the aggregate of empirical frequencies used by the neighbors, and changes in the aggregate are estimated by the player. Intuitively, AA reveals more information about the neighbors’ strategy evolution.

Note that the payoff received by player \( i \) when she samples a pure action \( a_i \in A \) according to \( \sigma_i \) (denoted by \( a_i \sim \sigma_i \)), and others sample actions \( a_{-i} \) according to \( \sigma_{-i} \) is

\[
U_i(e_{a_i}, e_{a_{-i}}, z_i) = e_{a_i}^\top(A_i(e_{a_{-i}}) - z_i) + \tau \mathbb{H}(\sigma_i),
\]

where \( e_{a_i} \in \Delta(A) \) is the strategy corresponding to pure action \( a_i \), and \( e_{a_{-i}} \triangleq \{e_{j}: j \neq i\} \).

We devise two new protocols that may be viewed as derivative action adaptations \( (\text{Shamma and Arslan, } 2005) \) of smooth fictitious play (FP) and gradient play (GP) \( (\text{Brown, } 1951; \text{Robinson, } 1951; \text{Fudenberg and Kreps, } 1993; \text{Shapley, } 1964) \) in an aggregate game setting. The protocols differ by how players respond to the (predicted) aggregate: one can play the best response or adapt the strategy via a gradient update. Formally, in our protocols, player \( i \) samples an action \( a_i^k \sim \sigma_i^k \) at time \( k > 0 \) based on

\[
q_i^k = q_i^{k-1} + (e_{a_i^{k-1}} - q_i^{k-1})/k \in \Delta(A) \quad \sigma_i^k = g_i(A_i(h_{i-1}(q_i^{k-1})), z_i),
\]

where \( q_i^k \) is the empirical frequency of actions played by \( i \) till time \( k \), and \( g_i: \mathbb{R}^{|A|} \times \mathbb{R}^{|A|} \to \Delta(A) \) and \( h_i: \mathbb{R}^{|A|} \to \mathbb{R}^{|A|} \) are appropriately defined Lipschitz mappings possibly involving small noise. We let \( q_i^{k-1} \triangleq \{q_j^{k-1}| j \neq i\} \), and \( h_{i-1}(q_i^{k-1}) \triangleq \{h_j(q_j^{k-1})| j \neq i\} \).

We also define the base case \( q_0^i = \sigma_0^i = \phi(z_i) \). Note that player \( i \) communicates only with \( A_i \). We define a passive aggregator (PA) by letting \( h_i \) be the identity mapping, i.e., \( h_i(v_i) = v_i \). Alternatively, when \( h_i(v_i) = v_i + \gamma \nabla v_i \), for some \( \gamma > 0 \) and a difference approximation \( \nabla v_i \) of a temporal derivative \( \nabla v_i \), we obtain an active aggregator (AA). Intuitively, AA views each \( q_j \) as discretization of a continuous signal \( q_j(t) \) so that when \( \nabla q_j(t) \approx \nabla q_j(t), \) for neighbors \( j \) of \( i \), we have

\[
h_j(q_j(t)) \approx q_j(t) + \gamma \nabla q_j(t) \approx q_j(t + \gamma) \quad \implies \quad A_i(h_{i-1}(q_{-i}(t))) \approx A_i(q_{-i}(t + \gamma)),
\]

and therefore \( A_i \) offers a predicted aggregate to player \( i \).

We consider two forms of best response dynamics encoded in \( g_i \), SAP-FP and SAP-GP, based on derivative FP and derivative GP, respectively. In SAP-FP we set \( \tau > 0 \) in the utility functions. This lets us have a unique best response:

\[
(\text{SAP-FP}) \quad \begin{align*}
\text{AA yields } u^k : g_i(u^k, z_i) &= \beta_i^k(u^k, z_i), \\
\text{PA yields } u^k : g_i(u^k, z_i) &= \beta_i^k(u^k + \gamma \nabla u^k, z_i),
\end{align*}
\]

where the AA case differs from PA in terms of where the difference approximation happens. In AA, it happens prior to aggregation thus \( g_i \) is defined directly in terms of the output of AA or \( u^k \) which absorbs any temporal approximation error. In PA case, the player constructs a temporal prediction of the aggregate, and the approximation is \( \nabla u^k - \nabla \hat{u}^k \).
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Converges to \(\Pi\)
Hurwitz stable
with positive probability (Shamma and Arslan, 2005). Our
Thus under both protocols, players take actions stochasti-
Lyapunov functions
Jaakkola, 2016; 2017) enforced margin constraints on the
payoff functions in their discriminative PSNE setup, with-
In contrast, Theorems 5 and 7 specify exactly the conditions
worse off by a unilateral switch to another strategy.

Our results have several important implications. (Garg and
Jaakkola, 2016; 2017) enforced margin constraints on the
payoff functions in their discriminative PSNE setup, with-
out establishing SNE that guarantees the players would be
strictly worse off by a unilateral switch to another strategy. In
contrast, Theorems 5 and 7 specify exactly the conditions
for SNE, which under additional assumptions, may be sampled
to get a PSNE (Azrieli and Shinaya, 2013) if desired. It is known that classic FP fails to converge in some simple
games, e.g. (Shapley, 1964), that have a unique CMNE. Theorems 4 and 6 specify conditions that circumvent such
negative results. Our stability conditions can be simplified
further when \(\lambda\) is sufficiently large, whence the behavior
may be understood solely in terms of \(\gamma\).

7. Experiments

We now describe the results of our experiments on two real
datasets that provide insights into some important aspects of
our games. We first show that our SAP model qualitatively
recovers the known strategic behavior of the Justices from
US Supreme Court data. We also provide quantitative evi-
dence in terms of two measures: (a) the fraction of correct
edges recovered, and (b) coherence of groups in terms of
cut-size, to show that SAP game outperforms prior methods
on two different measures. We then show that the structure
estimated by SAP game on the UN General Assembly data
(Voeten et al., 2009) is meaningful, and helps unravel the
subtle behavior of member countries. Finally, we demon-
strate that SAP games incur a lower cross-entropy loss than
our baseline, so can be effectively transferred to predict
strategies in new settings with different sets of players.

Experimental setup

We found that SAP games performed well over a wide range of
hyperparameters. We implemented the models in sections
3 and 4 with \(L_1\) regularization for structure estimation as
described in section 5. Our models performed well for a
wide range of \(\alpha, \lambda, \) and \(k\). We report the results with \(k = 5,\)

In SAP-GP, we set \(\tau = 0\), and player \(i\) takes a gradient
step to maximize the anticipated payoff followed by a Eu-
clidean projection to get a unique mapping \(g_i\) (since any
such projection on a closed convex set is unique):

\[
\text{SAP-GP} \quad \dot{q}_i = \beta_i^T (A_i(q_{-i} + \gamma \dot{r}_{-i}), z_i) - q_i, \quad \dot{r}_i = \lambda (q_i - r_i) \quad (10)
\]

\[
\text{SAP-GP/AA} \quad \dot{q}_i = \Pi_{\Delta} [q_i + A_i(q_{-i} + \gamma \dot{r}_{-i}) - z_i] - q_i, \quad \dot{r}_i = \lambda (q_i - r_i) \quad (12)
\]

\[
\text{SAP-GP/PA} \quad \dot{q}_i = \Pi_{\Delta} [q_i + A_i(q_{-i} + \gamma \dot{r}_{-i} - z_i)] - q_i, \quad \dot{r}_i = \lambda (q_i - r_i) \quad (13)
\]

Table 1: Convergence results (details in the Supplementary)

<table>
<thead>
<tr>
<th>Setting</th>
<th>Converges to</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAP-FP/AA</td>
<td>NE</td>
<td>Theorem 2</td>
</tr>
<tr>
<td>SAP-FP/PA</td>
<td>NE</td>
<td>Theorem 3</td>
</tr>
<tr>
<td>SAP-GP/AA</td>
<td>CMNE</td>
<td>Theorem 4</td>
</tr>
<tr>
<td>SAP-GP/AA</td>
<td>SNE</td>
<td>Theorem 5</td>
</tr>
<tr>
<td>SAP-GP/PA</td>
<td>CMNE</td>
<td>Theorem 6</td>
</tr>
<tr>
<td>SAP-GP/PA</td>
<td>SNE</td>
<td>Theorem 7</td>
</tr>
</tbody>
</table>
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Figure 1: **Supreme Court structure recovery with our SAP model:** (a) and (b) show, respectively, justices with the most positive and the most negative influence, quantified by \( \hat{w}_{ij} \), on each Justice \( i \). The estimated connections are consistent with the known jurisprudence of the Court. In particular, (a) shows coherence between the conservatives (red), that between the liberals (blue), and the separation of these ideologies from the moderates (green). Likewise, (b) shows all the negative connections are between the blocs. Determining influences by heuristics such as ordering by pairwise vote agreements does not work; e.g., that would imply K had a strong positive influence on R, since R agreed with K more than with anyone else.

Figure 2: **Quantitative comparison with prior methods:** (a), (b), and (c) show the structures estimated by SAP, local AG, and tree structured potential game on US Supreme Court data. We evaluate the different methods using size of the cut, i.e., minimum number of edges to be removed to decompose the structure into its three components (reds, blues, and greens). A low value of cut quantifies high coherence within each component, and thus pertains to a good structure. The cut size for SAP game (3) is much lower than other methods (6 each).

\[
\alpha = 0.1, \quad \text{and} \quad \lambda = 0.1 \quad \text{for all our experiments, except the transferable setting where we set} \quad \alpha = 0.01 \quad \text{and} \quad \lambda = 0.\]

We trained our models in batches of size 200, with default settings of the RMSprop optimizer in PyTorch. To account for effect of randomness in neural training toward structure estimation, we averaged the parameters of each model across 5 independent runs. We characterize the influence of other players \( j \) on player \( i \) in terms of the ordering of the corresponding estimated average weight values from most positive to most negative.

We did not impose \( L_1 \) penalty in the transferable setting since the interactions are learned for new individuals, i.e., they are not specific to any fixed set of players, unlike the basic setting.

### 7.1. US Supreme Court Data

We included all the cases from the Rehnquist Court, during the period 1994-2005 that had votes documented for all the 9 Justices\(^1\): Justices Rehnquist (R), Scalia (Sc), and Thomas (T) represented the conservative side; Justices Stevens (St), Souter (So), Ginsburg (G), and Breyer (B) formed the liberal bloc; and Justices Kennedy (K) and O’Connor (O), often called swing votes, followed a moderate ideology. Each Justice is treated as a player in our game. Our contexts comprise of 32 binary attributes about the specifics of the appeal, e.g., the disposition of lower court. Our observation outcome \( y^{(m)} \) for each context \( x^{(m)} \) pertains to the corresponding votes of the Justices. The votes belong to one of the three categories: yes, no, or complex.

**Structure recovery from Supreme Court data**

Fig. describes in detail how our method yields a structure that is qualitatively consistent with the known jurisprudence of the Rehnquist Court. Specifically, the conservatives and the liberals form two separate coherent, strongly-connected blocs that are well-segregated from each other.

\(^1\)data available at: [http://scdb.wustl.edu/data.php](http://scdb.wustl.edu/data.php)
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Figure 3: UNGA structure recovery with SAP games: Incoming arrows show (a) 2 countries with the most positive influence (black edges), and (b) 2 countries with the most negative influence (magenta edges), quantified by $\hat{w}_{ij}$, on each country $i$. The estimated links are largely consistent with the expected alignments. In particular, (a) shows the two blocs (in yellow and green) are well segregated from each other. More interesting alignments are revealed, e.g., (1) strong affinity between NATO members on one side, and Syria, Iran, Venezuela etc. on the other, (2) link from Germany and Korea to Russia hinting at the trade influence despite their differences, and (3) geographical influence of Russia and Ukraine on Belarus. Additionally, (b) reveals that a significant fraction of negative connections emanate from or end at Israel and USA on one side, and some yellow node on the other.

Comparison with previous works

In order to position our work with respect to prior work on structure recovery, we also quantitatively compare SAP games with the PSNE based Potential Game (Garg and Jaakkola, 2016) and Local Aggregative Game (Garg and Jaakkola, 2017) methods.

Fig. 2 provides a detailed quantitative comparison that reveals how SAP compared favorably with these measures in terms of size of the cut, i.e., minimum number of edges to be removed in order to decompose the recovered structure into the constituent blocs. Note that a low value of cut indicates coherence within each component, and thus quantifies a good structure.

7.2. United Nations General Assembly (UNGA) Data

Our second dataset consists of the roll call votes of the member countries on the resolutions considered in the UN General Assembly. Each resolution is a textual description that provides a context while the votes of the countries on the resolution pertain to the observed outcome. We compiled data on all resolutions in UNGA during 1992-2017 to understand the interactions of member nations since the dissolution of Soviet Union.

We considered 25 countries that have dominated the United States (USA) politics, and are generally known to belong to one of the two blocs: pro-USA, namely, Australia (AUS), Canada (CAN), France (FRA), Germany (GER), Israel (ISR), Italy (ITA), Japan (JPN), South Korea (KOR), Norway (NOR), Ukraine (UKR); and others, namely, Afghanistan (AFG), Belarus (BLR), China (CHN), Cuba (CUB), Iran (IRN), Iraq (IRQ), Mexico (MEX), Pakistan (PAK), Philippines (PHL), North Korea (PRK), Kazakhstan (KAZ), Russia (RUS), Syria (SYR), Venezuela (VEN) and Vietnam (VNM). Each country is viewed as a player in our game.

We used pretrained GLoVe embeddings to represent each resolution as a 50-dimensional context vector $x^{(m)}$ obtained by taking the mean embedding of the words in its resolution. Each vote was interpreted to take one of the three values: 1 (yes), 2 (absent/abstain), or 3 (no), and we represented $y^{(m)}$ as a 26-dimensional vector.

Structure and type recovery from UNGA data

Fig. 3 shows the structure estimated by our method, i.e., the weights $\hat{w}_i$ learned for each country $i$. The weights $\hat{w}_{ij}, j \neq i$ have a natural interpretation in terms of influence: the more positive $w_{ij}$ is, the more positive the influence of $j$ on $i$. A similar connotation holds for the negative weights. To aid visualization, we disentangle the positive
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Figure 4: (Left: UNGA type recovery) Incoming arrows show 2 countries with the highest cosine similarity $\hat{\theta}_i^T \hat{\theta}_j / (||\hat{\theta}_i|| ||\hat{\theta}_j||)$ for each country $i$. Type vectors were reasonably well aligned for members in the same bloc. (Right: transfer performance) SAP models were more effective in predicting strategies for new players as quantified by a lower transfer loss than that incurred by the baseline strategy.

and the negative connections, and depict only the most influential connections for either case. Fig. 3 describes how our method estimated a meaningful structure, and unraveled subtle influences beyond the prominent two-bloc structure. The learned type parameters $\hat{\theta}_i$ were also found to be similar for members in the same bloc (Fig. 4).

Prediction and transfer results

Our final set of experiments focused on transferring SAP games. Besides UNGA data, we compiled a 73-dimensional feature vector for each country from its HDI Indicators (UN2, 2007) that span various spheres including health, education, trade, and social-economic sustainability.

We kept aside three-fourths of the data to set up games over small sets of players by randomly sampling 5 countries independently for each context. The left-out players from these contexts were then sampled independently to get another set of 5 countries per context. We call these two sets A and B respectively. We formed a third set C of 5 countries per game from the untouched data (i.e. the one-fourth fraction). Thus, A and B were defined on the same contexts, that were disjoint from C. We averaged our results over 10 such independent triplets (A, B, C) to mitigate sampling effects. We trained a model for A using the procedure in section 4 and computed the loss on B. Our baseline, train empirical, used the empirical distribution of actions for each player $i$ over the games it participated in A as its predicted strategy for the games in B and C.

The cross-entropy loss of SAP games (0.852) turned out to be lower than the baseline (0.865) on C. Moreover, as Fig. 4 shows, the loss of SAP games (0.696) was found to be significantly lower than the baseline (0.720) on B even though HDI does not fully reflect complex country characteristics. Thus, our results clearly underscore the benefits of using SAP games for strategic prediction.

Conclusion

We extended structured prediction to strategic settings, and specified conditions under which our games are identifiable from data, and when strategies converge to an equilibrium. Empirical results demonstrate effectiveness of our models in uncovering meaningful strategic interactions from data, predicting player strategies on new contexts, and transferring knowledge to predict strategies for new players.

We sidestepped the issue of rate of convergence to equilibrium in our analysis. Since there might be multiple mixed strategy equilibria in a game, convergence rate to an equilibrium depends on the proximity of the initial joint strategy profile, and the spectrum of Jacobian matrix resulting from linearization of the associated ODE.
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