Abstract

We present CURL: Contrastive Unsupervised Representations for Reinforcement Learning. CURL extracts high-level features from raw pixels using contrastive learning and performs off-policy control on top of the extracted features. CURL outperforms prior pixel-based methods, both model-based and model-free, on complex tasks in the DeepMind Control Suite and Atari Games showing 1.9x and 1.2x performance gains at the 100K environment and interaction steps benchmarks respectively. On the DeepMind Control Suite, CURL is the first image-based algorithm to nearly match the sample-efficiency of methods that use state-based features. Our code is open-sourced and available at https://www.github.com/MishaLaskin/curl.

1. Introduction

Developing agents that can perform complex control tasks from high dimensional observations such as pixels has been possible by combining the expressive power of deep neural networks with the long-term credit assignment power of reinforcement learning algorithms. Notable successes include learning to play a diverse set of video games from raw pixels (Mnih et al., 2015), continuous control tasks such as controlling a simulated car from a dashboard camera (Lillicrap et al., 2015) and subsequent algorithmic developments and applications to agents that successfully navigate mazes and solve complex tasks from first-person camera observations (Jaderberg et al., 2016; Espeholt et al., 2018; Jaderberg et al., 2019); and robots that successfully grasp objects in the real world (Kalashnikov et al., 2018).

However, it has been empirically observed that reinforcement learning from high dimensional observations such as raw pixels is sample-inefficient (Lake et al., 2017; Kaiser et al., 2019). Moreover, it is widely accepted that learning policies from physical state based features is significantly more sample-efficient than learning from pixels (Tassa et al., 2018). In principle, if the state information is present in the pixel data, then we should be able to learn representations that extract the relevant state information. For this reason, it may be possible to learn from pixels as fast as from state given the right representation.

From a practical standpoint, although high rendering speeds in simulated environments enable RL agents to solve complex tasks within reasonable wall clock time, learning in the real world means that agents are bound to work within the limitations of physics. Kalashnikov et al. (2018) needed a farm of robotic arms that collected large scale robot in-
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interaction data over several months to develop their robot grasp value functions and policies. The data-efficiency of the whole pipeline thus has significant room for improvement. Similarly, in simulated worlds which are limited by rendering speeds in the absence of GPU accelerators, data efficiency is extremely crucial to have a fast experimental turnover and iteration. Therefore, improving the sample efficiency of reinforcement learning (RL) methods that operate from high dimensional observations is of paramount importance to RL research both in simulation and the real world and allows for faster progress towards the broader goal of developing intelligent autonomous agents.

A number of approaches have been proposed in the literature to address the sample inefficiency of deep RL algorithms. Broadly, they can be classified into two streams of research, though not mutually exclusive: (i) Auxiliary tasks on the agent’s sensory observations; (ii) World models that predict the future. While the former class of methods use auxiliary self-supervision tasks to accelerate the learning progress of model-free RL methods (Jaderberg et al., 2016; Mirowski et al., 2016), the latter class of methods build explicit predictive models of the world and use those models to plan through or collect fictitious rollouts for model-free methods to learn from (Sutton, 1990; Ha & Schmidhuber, 2018; Kaiser et al., 2019; Schrittwieser et al., 2019).

Our work falls into the first class of models, which use auxiliary tasks to improve sample efficiency. Our hypothesis is simple: If an agent learns a useful semantic representation from high dimensional observations, control algorithms built on top of those representations should be significantly more data-efficient. Self-supervised representation learning has seen dramatic progress in the last couple of years with huge advances in masked language modeling (Devlin et al., 2018) and contrastive learning (Hénaff et al., 2019; He et al., 2019a; Chen et al., 2020) for language and vision respectively. The representations uncovered by these objectives improve the performance of any supervised learning system especially in scenarios where the amount of labeled data available for the downstream task is really low.

We take inspiration from the contrastive pre-training successes in computer vision. However, there are a couple of key differences: (i) There is no giant unlabeled dataset of millions of images available beforehand - the dataset is collected online from the agent’s interactions and changes dynamically with the agent’s experience; (ii) The agent has to perform unsupervised and reinforcement learning simultaneously as opposed to fine-tuning a pre-trained network for a specific downstream task. These two differences introduce a different challenge: How can we use contrastive learning for improving agents that can learn to control effectively and efficiently from online interactions?

To address this challenge, we propose CURL - Contrastive Unsupervised Representations for Reinforcement Learning. CURL uses a form of contrastive learning that maximizes agreement between augmented versions of the same observation, where each observation is a stack of temporally sequential frames. We show that CURL significantly improves sample-efficiency over prior pixel-based methods by performing contrastive learning simultaneously with an off-policy RL algorithm. CURL coupled with the Soft-Actor-Critic (SAC) (Haarnoja et al., 2018) results in 1.9x median higher performance over Dreamer, a prior state-of-the-art algorithm on DMControl environments, benchmarked at 100k environment steps and matches the performance of state-based SAC on the majority of 16 environments tested, a first for pixel-based methods. In the Atari setting benchmarked at 100k interaction steps, we show that CURL coupled with a data-efficient version of Rainbow DQN (van Hasselt et al., 2019) results in 1.2x median higher performance over prior methods such as SimPLe (Kaiser et al., 2019), improving upon Efficient Rainbow (van Hasselt et al., 2019) on 19 out of 26 Atari games, surpassing human efficiency on two games.

While contrastive learning in aid of model-free RL has been studied in the past by van den Oord et al. (2018) using Contrastive Predictive Coding (CPC), the results were mixed with marginal gains in a few DMlab environments (Espeholt et al., 2018) environments. CURL is the first model to show substantial data-efficiency gains from using a contrastive self-supervised learning objective for model-free RL agents across a multitude of pixel based continuous and discrete control tasks in DMControl and Atari.

We prioritize designing a simple and easily reproducible pipeline. While the promise of auxiliary tasks and learning world models for RL agents has been demonstrated in prior work, there’s an added layer of complexity when introducing components like modeling the future in a latent space (van den Oord et al., 2018; Ha & Schmidhuber, 2018). CURL is designed to add minimal overhead in terms of architecture and model learning. The contrastive learning objective in CURL operates with the same latent space and architecture typically used for model-free RL agents across a multitude of pixel based continuous and discrete control tasks in DMControl and Atari.

Our paper makes the following key contributions: We present CURL, a simple framework that integrates contrastive learning with model-free RL with minimal changes to the architecture and training pipeline. Using 16 complex control tasks from the DeepMind control (DMControl) suite and 26 Atari games, we empirically show that contrastive learning combined with model-free RL outperforms the prior state-of-the-art by 1.9x on DMControl and 1.2x on Atari compared across leading prior pixel-based methods. CURL is also the first algorithm across both model-based
and model-free methods that operates purely from pixels, and nearly matches the performance and sample-efficiency of a SAC algorithm trained from the state based features on the DMControl suite. Finally, our design is simple and does not require any custom architectural choices or hyperparameters which is crucial for reproducible end-to-end training. Through these strong empirical results, we demonstrate that a contrastive objective is the preferred self-supervised auxiliary task for achieving sample-efficiency compared to reconstruction based methods, and enables model-free methods to outperform state-of-the-art model-based methods in terms of data-efficiency.

2. Related Work

Self-Supervised Learning: Self-Supervised Learning is aimed at learning rich representations of high dimensional unlabeled data to be useful for a wide variety of tasks. The fields of natural language processing and computer vision have seen dramatic advances in self-supervised methods such as BERT (Devlin et al., 2018), CPC, MoCo, SimCLR (Hénaff et al., 2019; He et al., 2019a; Chen et al., 2020).

Contrastive Learning: Contrastive Learning is a framework to learn representations that obey similarity constraints in a dataset typically organized by similar and dissimilar pairs. This is often best understood as performing a dictionary lookup task wherein the positive and negatives represent a set of keys with respect to a query (or an anchor). A simple instantiation of contrastive learning is Instance Discrimination (Wu et al., 2018) wherein a query and key are positive pairs if they are data-augmentations of the same instance (example, image) and negative otherwise. A key challenge in contrastive learning is the choice of negatives which can decide the quality of the underlying representations learned. The loss functions used to contrast could be among several choices such as InfoNCE (van den Oord et al., 2018), Triplet (Wang & Gupta, 2015), Siamese (Chopra et al., 2005) and so forth.

Self-Supervised Learning for RL: Auxiliary tasks such as predicting the future conditioned on the past observation(s) and action(s) (Jaderberg et al., 2016; Shelhamer et al., 2016; van den Oord et al., 2018; Schmidhuber, 1990) are a few representative examples of using auxiliary tasks to improve the sample-efficiency of model-free RL algorithms. The future prediction is either done in a pixel space (Jaderberg et al., 2016) or latent space (van den Oord et al., 2018). The sample-efficiency gains from reconstruction-based auxiliary losses have been benchmarked in Jaderberg et al. (2016); Higgins et al. (2017); Yarats et al. (2019). Contrastive learning has been used to extract reward signals in the latent space (Seramanet et al., 2018; Dwibedi et al., 2018; Warde-Farley et al., 2018); and study representation learning on Atari games by Anand et al. (2019).

World Models for sample-efficiency: While joint learning of an auxiliary unsupervised task with model-free RL is one way to improve the sample-efficiency of agents, there has also been another line of research that has tried to learn world models of the environment and use them to sample rollouts and plan. An early instantiation of the generic principle was put forth by Sutton (1990) in Dyna where fictitious samples rolled out from a learned world model are used in addition to the agent’s experience for sample-efficient learning. Planning through a learned world model is another way to improve sample-efficiency. While Jaderberg et al. (2016); van den Oord et al. (2018); Lee et al. (2019) also learn pixel and latent space forward models, the models are learned to shape the latent representations, and there is no explicit Dyna or planning. Planning through learned world models has been successfully demonstrated in Ha & Schmidhuber (2018); Hafner et al. (2018; 2019). Kaiser et al. (2019) introduce SimPLe which implements Dyna with expressive deep neural networks for the world model and show impressive sample-efficiency on Atari games.

Sample-efficient RL for image-based control: CURL encompasses the areas of self-supervision, contrastive learning and using auxiliary tasks for sample-efficient RL. We benchmark for sample-efficiency on the DMControl suite (Tassa et al., 2018) and Atari Games benchmarks (Bellemare et al., 2013). The DMControl suite has been used widely by Yarats et al. (2019), Hafner et al. (2018), Hafner et al. (2019) and Lee et al. (2019) for benchmarking sample-efficiency for image based continuous control methods. As for Atari, Kaiser et al. (2019) propose to use the 100k interaction steps benchmark for sample-efficiency which has been adopted in Kielak (2020); van Hasselt et al. (2019). The Rainbow DQN (Hessel et al., 2017) was originally proposed for maximum sample-efficiency on the Atari benchmark and in recent times has been adapted to a version known as Data-Efficient Rainbow (van Hasselt et al., 2019) with competitive performance to SimPLe without learning world models. We benchmark extensively against both model-based and model-free algorithms in our experiments. For the DM-Control experiments, we compare our method to Dreamer, PlaNet, SLAC, SAC+AE whereas for Atari experiments we compare to SimPLe, Rainbow, and OverTrained Rainbow (OTRainbow) and Efficient Rainbow (Eff. Rainbow).

3. Background

CURL is a general framework for combining contrastive learning with RL. In principle, one could use any RL algorithm in the CURL pipeline, be it on-policy or off-policy. We use the widely adopted Soft Actor Critic (SAC) (Haarnoja et al., 2018) for continuous control benchmarks (DM Control) and Rainbow DQN (Hessel et al., 2017; van Hasselt et al., 2019) for discrete control benchmarks (Atari). Below, we review SAC, Rainbow DQN and Contrastive Learning.
3.1. Soft Actor Critic

SAC is an off-policy RL algorithm that optimizes a stochastic policy for maximizing the expected trajectory returns. Like other state-of-the-art end-to-end RL algorithms, SAC is effective when solving tasks from state observations but fails to learn efficient policies from pixels. SAC is an actor-critic method that learns a policy \( \pi_\psi \) and critics \( Q_{\phi_1} \) and \( Q_{\phi_2} \). The parameters \( \phi_1 \) are learned by minimizing the Bellman error:

\[
\mathcal{L}(\phi_1, \mathcal{B}) = \mathbb{E}_{t \sim \mathcal{B}} \left[ (Q_{\phi_1}(o, a) - (r + \gamma(1 - d)T))^2 \right]
\]

where \( t = (o, a, o', r, d) \) is a tuple with observation \( o \), action \( a \), reward \( r \) and done signal \( d \), \( \mathcal{B} \) is the replay buffer, and \( T \) is the target, defined as:

\[
T = \min_{i=1,2} Q^*_\phi_i(o', a') - \alpha \log \pi_\psi(a'|o')
\]

In the target equation (2), \( Q^*_{\phi_i} \) denotes the exponential moving average (EMA) of the parameters of \( Q_{\phi_i} \). Using the EMA has empirically shown to improve training stability in off-policy RL algorithms. The parameter \( \alpha \) is a positive entropy coefficient that determines the priority of the entropy maximization over value function optimization.

While the critic is given by \( Q_{\phi_1} \), the actor samples actions from policy \( \pi_\psi \) and is trained by maximizing the expected return of its actions as in:

\[
\mathcal{L}(\psi) = \mathbb{E}_{a \sim \pi} \left[ Q^*(o, a) - \alpha \log \pi_\psi(a|o) \right]
\]

where actions are sampled stochastically from the policy \( a_\psi(o, \xi) \sim \tanh(\mu_\psi(o) + \sigma_\psi(o) \odot \xi) \) and \( \xi \sim \mathcal{N}(0, I) \) is a standard normalized noise vector.

3.2. Rainbow

Rainbow DQN (Hessel et al., 2017) is best summarized as multiple improvements on top of the original Nature DQN (Mnih et al., 2015) applied together. Specifically, Deep Q Network (DQN) (Mnih et al., 2015) combines the off-policy algorithm Q-Learning with a convolutional neural network as the function approximator to map raw pixels to action value functions. Since then, multiple improvements have been proposed such as Double Q Learning (Van Hasselt et al., 2016), Dueling Network Architectures (Wang et al., 2015), Prioritized Experience Replay (Schaul et al., 2015), and Noisy Networks (Fortunato et al., 2017). Additionally, distributional reinforcement learning (Bellemare et al., 2017) proposed the technique of predicting a distribution over possible value function bins through the C51 Algorithm. Rainbow DQN combines all of the above techniques into a single off-policy algorithm for state-of-the-art sample efficiency on Atari benchmarks. Additionally, Rainbow also makes use of multi-step returns (Sutton et al., 1998). van Hasselt et al. (2019) propose a data-efficient version of the Rainbow which can be summarized as an improved configuration of hyperparameters that is optimized for performance benchmarked at 100K interaction steps.

3.3. Contrastive Learning

A key component of CURL is the ability to learn rich representations of high dimensional data using contrastive unsupervised learning. Contrastive learning (Hadsell et al., 2006; LeCun et al., 2006; van den Oord et al., 2018; Wu et al., 2018; He et al., 2019a) can be understood as learning a differentiable dictionary look-up task. Given a query \( q \) and keys \( \mathbb{K} = \{k_0, k_1, \ldots \} \) and an explicitly known partition of \( \mathbb{K} \) (with respect to \( q \)) \( P(\mathbb{K}) = \{\{k_+\}, \mathbb{K} \setminus \{k_+\}\} \), the goal of contrastive learning is to ensure that \( q \) matches with \( k_+ \) relatively more than any of the keys in \( \mathbb{K} \setminus \{k_+\} \).
and $\mathbb{R} \setminus \{k_+\}$ are also referred to as anchor, targets, positive, negatives respectively in the parlance of contrastive learning (van den Oord et al., 2018; He et al., 2019a). Similarities between the anchor and targets are best modeled with dot products ($q^T k$) (Wu et al., 2018; He et al., 2019a) or bilinear products ($q^T W k$) (van den Oord et al., 2018; Hénaff et al., 2019) though other forms like euclidean distances are also common (Schroff et al., 2015; Wang & Gupta, 2015). To learn embeddings that respect these similarity relations, van den Oord et al. (2018) propose the InfoNCE loss:

$$L_q = \log \frac{\exp(q^T W k_+)}{\exp(q^T W k_+) + \sum_{i=0}^{K-1} \exp(q^T W k_i)}$$

(4)

The loss 4 can be interpreted as the log-loss of a $K$-way softmax classifier whose label is $k_+$.

4. CURL Implementation

CURL minimally modifies a base RL algorithm by training the contrastive objective as an auxiliary loss during the batch update. In our experiments, we train CURL alongside two model-free RL algorithms — SAC for DMControl experiments and Rainbow DQN (data-efficient version) for Atari experiments. To specify a contrastive learning objective, we need to define (i) the discrimination objective (ii) the transformation for generating query-key observations (iii) the embedding procedure for transforming observations into queries and keys and (iv) the inner product used as a similarity measure between the query-key pairs in the contrastive loss. The exact specification these aspects largely determine the quality of the learned representations.

We first summarize the CURL architecture, and then cover each architectural choice in detail.

4.1. Architectural Overview

CURL uses instance discrimination with similarities to SimCLR (Chen et al., 2020), MoCo (He et al., 2019a) and CPC (Hénaff et al., 2019). Most Deep RL architectures operate with a stack of temporally consecutive frames as input (Hessal et al., 2017). Therefore, instance discrimination is performed across the frame stacks as opposed to single image instances. We use a momentum encoding procedure for targets similar to MoCo (He et al., 2019b) which we found to be better performing for RL. Finally, for the InfoNCE score function, we use a bi-linear inner product similar to CPC (van den Oord et al., 2018) which we found to work better than unit norm vector products used in MoCo and SimCLR. Ablations for both the encoder and the similarity measure choices are shown in Figure 5. The contrastive representation is trained jointly with the RL algorithm, and the latent code receives gradients from both the contrastive objective and the Q-function. An overview of the architecture is shown in in Figure 2.

4.2. Discrimination Objective

A key component of contrastive representation learning is the choice of positives and negative samples relative to an anchor (Bachman et al., 2019; Tian et al., 2019; Hénaff et al., 2019; He et al., 2019a; Chen et al., 2020). Contrastive Predictive Coding (CPC) based pipelines (Hénaff et al., 2019; van den Oord et al., 2018) use groups of image patches separated by a carefully chosen spatial offset for anchors and positives while the negatives come from other patches within the image and from other images.

While patches are a powerful way to incorporate spatial and instance discrimination together, they introduce extra hyperparameters and architectural design choices which may be hard to adapt for a new problem. SimCLR (Chen et al., 2020) and MoCo (He et al., 2019a) opt for a simpler design where there is no patch extraction.

Discriminating transformed image instances as opposed to image-patches within the same image optimizes a simpler instance discrimination objective (Wu et al., 2018) with the InfoNCE loss and requires minimal architectural adjustments (He et al., 2019b; Chen et al., 2020). It is preferable to pick a simpler discrimination objective in the RL setting for two reasons. First, considering the brittleness of reinforcement learning algorithms (Henderson et al., 2018), complex discrimination may destabilize the RL objective. Second, since RL algorithms are trained on dynamically generated datasets, a complex discrimination objective may significantly increase the wall-clock training time. CURL therefore uses instance discrimination rather than patch discrimination. One could view contrastive instance discrimination setups like SimCLR and MoCo as maximizing mutual information between an image and its augmented version. The reader is encouraged to refer to van den Oord et al. (2018); Hjelm et al. (2018); Tschannen et al. (2019) for connections between contrastive learning and mutual information.

4.3. Query-Key Pair Generation

Similar to instance discrimination in the image setting (He et al., 2019b; Chen et al., 2020), the anchor and positive observations are two different augmentations of the same image while negatives come from other images. CURL primarily relies on the random crop data augmentation, where a random square patch is cropped from the original rendering.

A significant difference between RL and computer vision settings is that an instance ingested by a model-free RL algorithm that operates from pixels is not just a single image but a stack of frames (Mnih et al., 2015). For example, one typically feeds in a stack of 4 frames in Atari experiments.
and a stack of 3 frames in DMControl. This way, performing instance discrimination on frame stacks allows CURL to learn both spatial and temporal discriminative features. For details regarding the extent to which CURL captures temporal features, see Appendix E.

We apply the random augmentations across the batch but consistently across each stack of frames to retain information about the temporal structure of the observation. The augmentation procedure is shown in Figure 3. For more details, refer to Appendix A.

4.4. Similarity Measure

Another determining factor in the discrimination objective is the inner product used to measure agreement between query-key pairs. CURL employs the bi-linear inner-product

\[
\text{sim}(q, k) = q^T W k,
\]

where \(W\) is a learned parameter matrix. We found this similarity measure to outperform the normalized dot-product (see Figure 5 in Appendix A) used in recent state-of-the-art contrastive learning methods in computer vision like MoCo and SimCLR.

4.5. Target Encoding with Momentum

The motivation for using contrastive learning in CURL is to train encoders that map from high dimensional pixels to more semantic latents. InfoNCE is an unsupervised loss that learns encoders \(f_q\) and \(f_k\) mapping the raw anchors (query) \(x_q\) and targets (keys) \(x_k\) into latents \(q = f_q(x_q)\) and \(k = f_k(x_k)\), on which we apply the similarity dot products. It is common to share the same encoder between the anchor and target mappings, that is, to have \(f_q = f_k\) (van den Oord et al., 2018; Hénaff et al., 2019).

From the perspective of viewing contrastive learning as building differentiable dictionary lookups over high dimensional entities, increasing the size of the dictionary and enriching the set of negatives is helpful in learning rich representations. He et al. (2019a) propose momentum contrast (MoCo), which uses the exponentially moving average (momentum averaged) version of the query encoder \(f_q\) for encoding the keys in \(\mathbb{R}\). Given \(f_q\) parametrized by \(\theta_q\) and \(f_k\) parametrized by \(\theta_k\), MoCo performs the update

\[
\theta_k = m \theta_k + (1 - m) \theta_q
\]

and encodes any target \(x_k\) using \(\text{SG}(f_k(x_k))\) [SG : Stop Gradient].

CURL couples frame-stack instance discrimination with momentum encoding for the targets during contrastive learning, and RL is performed on top of the encoder features.

4.6. Differences Between CURL and Prior Contrastive Methods in RL

van den Oord et al. (2018) use Contastive Predictive Coding (CPC) as an auxiliary task wherein an LSTM operates on a latent space of a convolutional encoder; and both the CPC and A2C (Mnih et al., 2015) objectives are jointly optimized. CURL avoids using pipelines that predict the future in a latent space such as van den Oord et al. (2018); Hafner et al. (2019). In CURL, we opt for a simple instance discrimination style contrastive auxiliary task.

4.7. CURL Contrastive Learning Pseudocode (PyTorch-like)

```python
# f_q, f_k: encoder networks for anchor # (query) and target (keys) respectively. # loader: minibatch sampler from ReplayBuffer # B-batch_size, C-channels, H,W-spatial_dims # x : shape : [B, C, H, W] # C = c * num_frames; c=3 (R/G/B) or 1 (gray) # m: momentum, e.g. 0.95 # z_dim: latent dimension f_k.params = f_q.params W = rand(z_dim, z_dim) # bilinear product. for x in loader: # load minibatch from buffer x_q = aug(x) # random augmentation x_k = aug(x) # different random augmentation z_q = f_q.forward(x_q) z_k = f_k.forward(x_k) z_k = z_k.detach() # stop gradient proj_k = matmul(W, z_k.T) # bilinear product logits = matmul(z_q, proj_k) # B x B # subtract max from logits for stability logits = logits - max(logits, axis=1) labels = arange(logits.shape[0]) loss = CrossEntropyLoss(logits, labels) loss.backward() update(f_q.params) # Adam update(W) # Adam f_k.params = m*f_k.params+(1-m)*f_q.params
```

5. Experiments

5.1. Evaluation

We measure the data-efficiency and performance of our method and baselines at 100k and 500k environment steps on DMControl and 100k interaction steps (400k environment steps with action repeat of 4) on Atari, which we will henceforth refer to as DMControl100k, DMControl500k and Atari100k for clarity. While Atari100k benchmark has
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been common practice when investigating data-efficiency on Atari (Kaiser et al., 2019; van Hasselt et al., 2019; Kielak, 2020), the DMControl benchmark was set at 500K environment steps because state-based RL approaches asymptotic performance on many environments at this point, and 100K steps to measure the speed of initial learning. A broader motivation is that while RL algorithms can achieve super-human performance on Atari games, they are still far less efficient than a human learner. Training for 100-500K environment steps corresponds to a few hours of human time.

We evaluate (i) sample-efficiency by measuring how many steps it takes the best performing baselines to match CURL performance at a fixed $T$ (100K or 500K) steps and (ii) performance by measuring the ratio of the episode returns achieved by CURL versus the best performing baseline at $T$ steps. To be explicit, when we say data or sample-efficiency we’re referring to (i) and when we say performance we’re referring to (ii).

### 5.2. Environments

Our primary goal for CURL is sample-efficient control from pixels that is broadly applicable across a range of environments. We benchmark the performance of CURL for both discrete and continuous control environments. Specifically, we focus on DMControl suite for continuous control tasks and the Atari Games benchmark for discrete control tasks with inputs being raw pixels rendered by the environments.

**DeepMind Control:** Recently, there have been a number of papers that have benchmarked for sample efficiency on challenging visual continuous control tasks belonging to the DMControl suite (Tassa et al., 2018) where the agent operates purely from pixels. The reason for operating in these environments is multi fold: (i) they present a reasonably challenging and diverse set of tasks; (ii) sample-efficiency of pure model-free RL algorithms operating from pixels on these benchmarks is poor; (iii) multiple recent efforts to improve the sample efficiency of both model-free and model-based methods on these benchmarks thereby giving us sufficient baselines to compare against; (iv) performance on the DM control suite is relevant to robot learning in real world benchmarks.

We run experiments on sixteen environments from DMControl to examine the performance of CURL on pixels relative to SAC with access to the ground truth state, shown in Figure 7. For more extensive benchmarking, we compare CURL to five leading pixel-based methods across the the six environments presented in Yarats et al. (2019): ball-in-cup, finger-spin, reacher-easy, cheetah-run, walker-walk, cartpole-swingup for benchmarking.

**Atari:** Similar to DMControl sample-efficiency benchmarks, there have been a number of recent papers that have benchmarked for sample-efficiency on the Atari 2600 Games. Kaiser et al. (2019) proposed comparing various algorithms in terms of performance achieved within 100K timesteps ($400K$ frames, frame skip of 4) of interaction with the environments (games). The method proposed by Kaiser et al. (2019) called SimPLe is a model-based RL algorithm. SimPLe is compared to a random agent, model-free Rainbow DQN (Hessel et al., 2017) and human performance for the same amount of interaction time. Recently, van Hasselt et al. (2019) and Kielak (2020) proposed data-efficient versions of Rainbow DQN which are competitive with SimPLe on the same benchmark. Given that the same benchmark has been established in multiple recent papers and that there is a human baseline to compare to, we benchmark CURL on all the 26 Atari Games (Table 2).

### 5.3. Baselines for benchmarking sample efficiency

**DMControl baselines:** We present a number of baselines for continuous control within the DMControl suite: (i) SAC-AE (Yarats et al., 2019) where the authors attempt to use a $\beta$-VAE (Higgins et al., 2017), VAE (Kingma & Welling, 2013) and a regularized autoencoder Vincent et al. (2008); Ghosh et al. (2019) jointly with SAC; (ii) SLAC (Lee et al., 2019) which learns a latent space world model on top of VAE features Ha & Schmidhuber (2018) and builds value functions on top; (iii) PlaNet and (iv) Dreamer (Hafner et al., 2018; 2019) both of which learn a latent space world model and explicitly plan through it; (v) Pixel SAC: Vanilla SAC operating purely from pixels (Haarnoja et al., 2018). These baselines are competitive methods for benchmarking control from pixels. In addition to these, we also present the baseline State-SAC where the assumption is that the agent has access to low level state based features and does not operate from pixels. This baseline acts as an oracle in that it approximates the upper bound of how sample-efficient a pixel-based agent can get in these environments.

**Atari baselines:** For benchmarking performance on Atari, we compare CURL to (i) SimPLe (Kaiser et al., 2019), the top performing model-based method in terms of data-efficiency on Atari and (ii) Rainbow DQN (Hessel et al., 2017), a top-performing model-free baseline for Atari, (iii) OTRainbow (Kielak, 2020) which is an OverTrained version of Rainbow for data-efficiency, (iv) Efficient Rainbow (van Hasselt et al., 2019) which is a modification of Rainbow hyperparameters for data-efficiency, (v) Random Agent (Kaiser et al., 2019), (vi) Human Performance (Kaiser et al., 2019; van Hasselt et al., 2019). All the baselines and our method are evaluated for performance after 100K interaction steps ($400K$ frames with a frame skip of 4) which corresponds to roughly two hours of gameplay. These benchmarks help us understand how the state-of-the-art pixel based RL algorithms compare in terms of sample efficiency and also to human efficiency. Note: Scores for SimPLe
Table 1. Scores achieved by CURL (mean & standard deviation for 10 seeds) and baselines on DMControl500k and 1DMControl100k. CURL achieves state-of-the-art performance on the majority (5 out of 6) environments benchmarked on DMControl500k. These environments were selected based on availability of data from baseline methods (we run CURL experiments on 16 environments in total and show results in Figure 7). The baselines are PlaNet (Hafner et al., 2018), Dreamer (Hafner et al., 2019), SAC+AE (Yarats et al., 2019), SLAC (Lee et al., 2019), pixel-based SAC and state-based SAC (Haarnoja et al., 2018). SLAC results were reported with one and three gradient updates per agent step, which we refer to as SLACv1 and SLACv2 respectively. We compare to SLACv1 since all other baselines and CURL only make one gradient update per agent step. We also ran CURL with three gradient updates per step and compare results to SLACv2 in Table 5.

<table>
<thead>
<tr>
<th>Environment</th>
<th>CURL</th>
<th>PLANET</th>
<th>DREAMER</th>
<th>SAC+AE</th>
<th>SLACv1</th>
<th>Pixel SAC</th>
<th>State SAC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random</strong></td>
<td>561 ± 284</td>
<td>796 ± 183</td>
<td>884 ± 128</td>
<td>673 ± 92</td>
<td>179 ± 166</td>
<td>923 ± 21</td>
<td></td>
</tr>
<tr>
<td><strong>Human</strong></td>
<td>926 ± 45</td>
<td>762 ± 27</td>
<td>735 ± 63</td>
<td>-</td>
<td>419 ± 40</td>
<td>848 ± 15</td>
<td></td>
</tr>
<tr>
<td>CARTPOLE, SWINGUP</td>
<td>475 ± 71</td>
<td>793 ± 164</td>
<td>627 ± 58</td>
<td>-</td>
<td>145 ± 30</td>
<td>923 ± 24</td>
<td></td>
</tr>
<tr>
<td>REACHER, EASY</td>
<td>210 ± 390</td>
<td>570 ± 253</td>
<td>550 ± 34</td>
<td>640 ± 19</td>
<td>197 ± 15</td>
<td>795 ± 30</td>
<td></td>
</tr>
<tr>
<td>CHEETAH, RUN</td>
<td>351 ± 58</td>
<td>897 ± 49</td>
<td>847 ± 48</td>
<td>842 ± 51</td>
<td>42 ± 12</td>
<td>948 ± 54</td>
<td></td>
</tr>
<tr>
<td>WALKER, WALK</td>
<td>460 ± 380</td>
<td>879 ± 87</td>
<td>794 ± 58</td>
<td>852 ± 71</td>
<td>312 ± 63</td>
<td>974 ± 33</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Scores achieved by CURL (coupled with Eff. Rainbow) and baselines on Atari benchmarked at 100k time-steps (Atari100k). CURL achieves state-of-the-art performance on 7 out of 26 environments. Our baselines are SimPLe (Kaiser et al., 2019), OverTrained Rainbow (OTRainbow) (Kielak, 2020), Data-Efficient Rainbow (Eff. Rainbow) (van Hasselt et al., 2019), Rainbow (Hessel et al., 2017), Random Agent and Human Performance (Human). We see that CURL implemented on top of Eff. Rainbow improves over Eff. Rainbow on 19 out of 26 games. We also run CURL with 20 random seeds given that this benchmark is susceptible to high variance across multiple runs. We also see that CURL achieves superhuman performance on JamesBond and Krull.

<table>
<thead>
<tr>
<th>Game</th>
<th>HUMAN</th>
<th>RANDOM</th>
<th>RAINBOW</th>
<th>SimPLe</th>
<th>OTRAINBOW</th>
<th>Eff. Rainbow</th>
<th>CURL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALIEN</td>
<td>7127.7</td>
<td>227.8</td>
<td>318.7</td>
<td>616.9</td>
<td>824.7</td>
<td>739.9</td>
<td>558.2</td>
</tr>
<tr>
<td>AMIDAR</td>
<td>1719.5</td>
<td>5.8</td>
<td>32.5</td>
<td>88.0</td>
<td>82.8</td>
<td>188.6</td>
<td>142.1</td>
</tr>
<tr>
<td>ASSAULT</td>
<td>742.0</td>
<td>222.4</td>
<td>231.2</td>
<td>527.2</td>
<td>351.9</td>
<td>431.2</td>
<td>600.6</td>
</tr>
<tr>
<td>ASTERIX</td>
<td>8503.3</td>
<td>210.0</td>
<td>243.6</td>
<td>1128.3</td>
<td>628.5</td>
<td>470.8</td>
<td>734.5</td>
</tr>
<tr>
<td>BANK HEIST</td>
<td>753.1</td>
<td>14.2</td>
<td>15.55</td>
<td>34.2</td>
<td>182.1</td>
<td>51.0</td>
<td>131.6</td>
</tr>
<tr>
<td>BATTLE ZONE</td>
<td>37187.5</td>
<td>2360.0</td>
<td>2360.0</td>
<td>5184.4</td>
<td>4060.6</td>
<td>10124.6</td>
<td>14870.0</td>
</tr>
<tr>
<td>BOXING</td>
<td>12.1</td>
<td>0.1</td>
<td>24.8</td>
<td>9.1</td>
<td>2.5</td>
<td>0.2</td>
<td>1.2</td>
</tr>
<tr>
<td>BREAKOUT</td>
<td>30.5</td>
<td>1.7</td>
<td>1.2</td>
<td>16.4</td>
<td>9.84</td>
<td>1.9</td>
<td>4.9</td>
</tr>
<tr>
<td>CHOPPER COMMAND</td>
<td>7387.8</td>
<td>811.0</td>
<td>120.0</td>
<td>1246.9</td>
<td>1033.3</td>
<td>861.8</td>
<td>1058.5</td>
</tr>
<tr>
<td>CRAZY_CLIMBER</td>
<td>35829.4</td>
<td>10708.5</td>
<td>2254.5</td>
<td>62583.6</td>
<td>21327.8</td>
<td>16185.3</td>
<td>12146.5</td>
</tr>
<tr>
<td>DEMON_ATTACK</td>
<td>1971.0</td>
<td>152.1</td>
<td>163.6</td>
<td>208.1</td>
<td>711.8</td>
<td>508.0</td>
<td>817.6</td>
</tr>
<tr>
<td>FREeway</td>
<td>29.6</td>
<td>0.0</td>
<td>0.0</td>
<td>20.3</td>
<td>25.0</td>
<td>27.9</td>
<td>26.7</td>
</tr>
<tr>
<td>FROSTBITTER</td>
<td>4334.7</td>
<td>65.2</td>
<td>60.2</td>
<td>254.7</td>
<td>231.6</td>
<td>866.8</td>
<td>1181.3</td>
</tr>
<tr>
<td>Gopher</td>
<td>2412.5</td>
<td>257.6</td>
<td>431.2</td>
<td>771.0</td>
<td>778.0</td>
<td>349.5</td>
<td>669.3</td>
</tr>
<tr>
<td>HERO</td>
<td>30826.4</td>
<td>1027.0</td>
<td>487</td>
<td>2656.6</td>
<td>6458.8</td>
<td>6857.0</td>
<td>6279.3</td>
</tr>
<tr>
<td>JAMESBOND</td>
<td>302.8</td>
<td>29.0</td>
<td>47.4</td>
<td>125.3</td>
<td>112.3</td>
<td>301.6</td>
<td>471.0</td>
</tr>
<tr>
<td>KANGAROO</td>
<td>3035.0</td>
<td>52.0</td>
<td>0.0</td>
<td>323.1</td>
<td>605.4</td>
<td>779.3</td>
<td>872.5</td>
</tr>
<tr>
<td>KRULL</td>
<td>2665.5</td>
<td>1598.0</td>
<td>1468</td>
<td>4539.9</td>
<td>3277.9</td>
<td>2851.5</td>
<td>4229.6</td>
</tr>
<tr>
<td>KUNG_FU_MASTER</td>
<td>22736.3</td>
<td>258.5</td>
<td>0.0</td>
<td>17257.2</td>
<td>5722.2</td>
<td>14346.1</td>
<td>14307.8</td>
</tr>
<tr>
<td>MS_PACMAN</td>
<td>6951.6</td>
<td>307.3</td>
<td>67</td>
<td>1480.0</td>
<td>941.9</td>
<td>1204.1</td>
<td>1465.5</td>
</tr>
<tr>
<td>PONG</td>
<td>14.6</td>
<td>-20.7</td>
<td>-20.6</td>
<td>12.8</td>
<td>1.3</td>
<td>-19.3</td>
<td>-16.5</td>
</tr>
<tr>
<td>PRIVATE EYE</td>
<td>69571.3</td>
<td>4.9</td>
<td>58.3</td>
<td>100.0</td>
<td>97.8</td>
<td>218.4</td>
<td>1042.4</td>
</tr>
<tr>
<td>QBERT</td>
<td>13455.0</td>
<td>163.9</td>
<td>123.46</td>
<td>1288.8</td>
<td>509.3</td>
<td>1152.9</td>
<td>5661.0</td>
</tr>
<tr>
<td>ROAD_RUNNER</td>
<td>7845.0</td>
<td>11.5</td>
<td>1588.46</td>
<td>5640.6</td>
<td>2696.7</td>
<td>9600.0</td>
<td>384.5</td>
</tr>
<tr>
<td>SEAQUEST</td>
<td>40245.7</td>
<td>68.4</td>
<td>131.69</td>
<td>683.3</td>
<td>286.92</td>
<td>354.1</td>
<td>384.5</td>
</tr>
<tr>
<td>UP_N_DOWN</td>
<td>11693.2</td>
<td>533.4</td>
<td>504.6</td>
<td>3350.3</td>
<td>2847.6</td>
<td>2877.4</td>
<td>2955.2</td>
</tr>
</tbody>
</table>
and Human baselines have been reported differently in prior work (Kielak, 2020; van Hasselt et al., 2019). To be rigorous, we take the best reported score for each individual game reported in prior work.

6. Results

6.1. DMControl

Sample-efficiency results for DMControl experiments are shown in Table 1 and in Figures 4, 6, and 7. Below are the key findings:

(i) CURL is the state-of-the-art image-based RL algorithm on the majority (5 out of 6) DMControl environments that we benchmark on for sample-efficiency against existing pixel-based baselines. On DMControl100k, CURL achieves 1.9x higher median performance than Dreamer (Hafner et al., 2019), a leading model-based method, and is 4.5x more data-efficient shown in Figure 6.

(ii) CURL operating purely from pixels nearly matches (and sometimes surpasses) the sample efficiency of SAC operating from state on the majority of 16 DMControl environments tested shown in Figure 7 and matches the median state-based score on DMControl500k shown in Figure 4. This is a first for any image-based RL algorithm, be it model-based, model-free, with or without auxiliary tasks.

(iii) CURL solves (converges close to optimal score of 1000) on the majority of 16 DMControl experiments within 500k steps. It also matches the state-based median score across the 6 extensively benchmarked environments in this regime.

6.2. Atari

Results for Atari100k are shown in Table 2. Below are the key findings:

(i) CURL achieves a median human-normalized score (HNS) of 17.5% while SimPLe and Efficient Rainbow DQN achieve 14.4% and 16.1% respectively. The mean HNS is 38.1%, 44.3%, and 28.5% for CURL, SimPLe, and Efficient Rainbow DQN respectively.

(ii) CURL improves on top of Efficient Rainbow on 19 out of 26 Atari games. Averaged across 26 games, CURL improves on top of Efficient Rainbow by 1.3x, while the median performance improvement over SimPLe and Efficient Rainbow are 1.2x and 1.1x respectively.

(iii) CURL surpasses human performance on two games JamesBond (1.6 HNS), Krull (2.5 HNS).

7. Ablation Studies

In Appendix E, we present the results of ablation studies carried out to answer the following questions: (i) Does CURL learn only visual features or does it also capture temporal dynamics of the environment? (ii) How well does the RL policy perform if CURL representations are learned solely with the contrastive objective and no signal from RL? (iii) Why does CURL match state-based RL performance on some DMControl environments but not on others?

8. Conclusion

In this work, we proposed CURL, a contrastive unsupervised representation learning method for RL, that achieves state-of-the-art data-efficiency on pixel-based RL tasks across a diverse set of benchmark environments. CURL is the first model-free RL pipeline accelerated by contrastive learning with minimal architectural changes to demonstrate state-of-the-art performance on complex tasks so far dominated by approaches that have relied on learning world models and (or) decoder-based objectives. We hope that progress like CURL enables avenues for real-world deployment of RL in areas like robotics where data-efficiency is paramount.
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